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Overview

This report covers the period October 1, 2019 through September 30, 2020. The Center was established by the authority of
FAA solicitation 13-C-AJFE-Solicitation. During that time the ASCENT team launched a new website, which can be viewed at
ascent.aero. The next meeting will be held virtually April 27-29, 2021.

Over the last year, the ASCENT team has made great strides in research, outreach, and education. The team’s success includes
the following:

e 60 active research projects.

The projects are divided into five main categories: tools, operations, noise, emissions, and alternative fuels, with cross-
cutting research in aircraft technology innovation and supersonics. See the project category descriptions for more detail on
each category and a summary of the projects. Funding for these projects comes from the FAA in partnership with Transport
Canada.

o 125 publications, reports, and presentations by the ASCENT team.
Each project report includes a list of publications, reports, and presentations. A comprehensive list of the publications,
reports, and presentations for all projects is available in the publications index on page 546.

o 186 students participated in aviation research with the ASCENT team.
Each project report includes the names and roles of the graduate and undergraduate students in the investigator’s research.
Students are selected by the investigators to participate in this research.

e 57 industry partners involved in ASCENT.

ASCENT’s industry partners play an important role in the Center. The members of the ASCENT Advisory Board provide insight
into the view of stakeholders, provide advice on the activities and priorities of the Center’s co-directors, and ensure research
will have practical application. The committee does not influence FAA policy. Industry partners also play a direct role in some
of the research projects, providing matching funds, resources and expertise to the project investigators.

Leadership

Dr. Michael Wolcott

Center Director and Technical Lead for Alternative Jet Fuels Research
Washington State University

(509) 335-6392

wolcott@wsu.edu

Dr. R. John Hansman

Center Co-Director and Technical Lead for Environmental Research
Massachusetts Institute of Technology

(617) 253-2271

rihans@mit.edu

Dr. John Holladay
Federal Research Laboratories and Agency Liaison
john.holladay@pnnl.gov

Dr. James Hileman

Chief Scientific and Technical Advisor for Environment and Energy
Office of Environment and Energy

Federal Aviation Administration

james.hileman@faa.gov
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Research Topics

Research projects within ASCENT are divided into five categories: alternative fuels, emissions, noise, operations, tools,
aircraft technology innovation and supersonics.

Alternative Fuels

The development of alternative jet fuels (AJFs) -- or sustainable aviation fuels (SAF) -- is of great interest to an array of aviation
stakeholders, including aircraft and engine manufacturers and airlines. Alternative fuels that are produced from bio-based
materials provide sustainable jet fuel alternatives that not only help alleviate environmental impacts from aviation emissions
but can also create jobs in rural areas and lessen our reliance on foreign petroleum supplies.

Effective research and development, co-funded by the federal government and industry, enables SAF development by
reducing the costs of producing renewable fuel. ASCENT research provides the scientific expertise and data to evaluate the
environmental benefits associated with these sustainable fuels. ASCENT’s collaborative R&D activities focuses on evaluating
promising sustainable aviation fuel pathways to ensure environmental and social benefits, reduce technical uncertainties,
inform aviation emission policies, and promote private sector investment in production.

Projects include:
o O0O0TA-F - Alternative Jet Fuel Supply Chain Analysis
o 025 - National Jet Fuels Combustion Program - Area #1: Chemical Kinetics Combustion Experiments
o 026 - (COMPLETE) - National Jet Fuels Combustion Program - Area #2: Chemical Kinetics Model Development
and Evaluation

o 027 - National Jet Fuels Combustion Program - Area #3: Advanced Combustion Tests
o 028 - National Jet Fuels Combustion Program - Area #4: Combustion Model Development and Evaluation
o 029 - National Jet Fuels Combustion Program - Area #5: Atomization Tests and Models
o 030 - National Jet Fuels Combustion Program - Area #6: Referee Swirl-Stabilized Combustor
Evaluation/Support
o 031 - Alternative Jet Fuels Test and Evaluation
o 032 - (COMPLETE) - Worldwide LCA of GHG Emissions from Petroleum Jet
o 033 - Alternative Fuels Test Database Library
o 034 - National Jet Fuels Combustion Program - Area #7: Overall Program Integration and Analysis
o 052 - Comparative Assessment of Electrification Strategies for Aviation
o 065 - Fuel Testing Approaches for Rapid Jet Fuel Prescreening
o 066 - Evaluation of High Thermal Stability Fuels
o 067 - Impact of Fuel Heating on Combustion and Emissions
o 073 - Combustor Durability with Alternative Fuel Use
Emissions

The demand for passenger and cargo air transportation has grown rapidly over the last several decades. According to the
International Air Transport Association (IATA), in 2016 there were 3.8 billion air travelers, a number it predicts will rise to
7.2 billion passengers by 2035—a near doubling of current levels. This staggering growth is accompanied by airport
expansions and increases in emissions from aircraft, ground services equipment, and vehicle traffic on and near airports.
The increases in these activity-based emissions impact the air quality around airports, cumulatively contribute to global
climate change, and can negatively affect human health.

ASCENT researchers are analyzing data and improving predictive models to understand the effects of aircraft and ground
vehicle emissions, create and refine emission-based analytical techniques at both airport-specific and global scales, and
assess how policy changes affect emissions and its impacts.

Projects include:
o 002 - Ambient Conditions Corrections for Non-Volatile PM Emissions Measurements
013 - (COMPLETE) - Micro-Physical Modeling & Analysis of ACCESS 2 Aviation Exhaust Observations
014 - (COMPLETE) - Analysis to Support the Development of an Aircraft CO2 Standard
018 - Community Measurement of Aviation Emission Contribution of Ambient Air Quality
019 - Development of Improved Aviation Emissions Dispersion Capabilities for AEDT
020 - (COMPLETE) - Development of NAS wide and Global Rapid Aviation Air Quality

O O 0O 0O O
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021 - (COMPLETE) - Improving Climate Policy Analysis Tools

022 - Evaluation of FAA Climate Tools

024 - (COMPLETE) - Emissions Data Analysis for CLEEN, ACCESS, and Other Recent Tests
039 - Naphthalene Removal Assessment

047 - Clean Sheet Supersonic Aircraft Engine Design and Performance

048 - Analysis to Support the Development of an Engine nvPM Emissions Standard

051 - Combustion Concepts for Next-Generation Aircraft Engines

052 - Comparative Assessment of Electrification Strategies for Aviation

058 - Improving Policy Analysis Tools to Evaluate Higher-Altitude Aircraft Operations
064 - Alternative Design Configurations to Meet Future Demand

067 - (NEW) - Impact of Fuel Heating on Combustion and Emissions

068 - (NEW) - Combustor Wall Cooling Concepts for Dirt Mitigation

069 - Transitioning a Research nvPM Mass Calibration Procedure to Operations

070 - (NEW) - Reduction of nvPM emissions via innovation in aero-engine fuel injector design
071 - Predictive Simulation of nvPM Emissions in Aircraft Combustors

074 - (NEW) - Low Emissions Pre-Mixed Combustion Technology for Supersonic Civil
Transport

O OO O0OO0OO0OO0OOO0OO0OO0OO0OO0oOO0OO0oOOo

Noise

ASCENT researchers work to understand all aspects of the aircraft operations that contribute to aviation’s noise impact. They
are working on understanding how aircraft and rotorcraft performance and operation affect noise generation and how they
could be modified for mitigation measures. Research is also under way to look how noise propagates from the source to the
ground and how it affects human health, wellbeing, and quality of life. This research will improve the modeling tools used
to estimate the noise impacts from aviation operations and provide data to inform policy development as well as public
engagement and education.

Projects include:
o 003 - Cardiovascular Disease and Aircraft Noise Exposure
004 - (COMPLETE) - Estimate of Noise Level Reduction
005 - (COMPLETE) - Noise Emission and Propagation Modeling
007 - (COMPLETE) - Civil, Supersonic Over Flight, Sonic Boom (Noise) Standards Development
008 - (COMPLETE) - Noise Qutreach
009 - Geospatially Driven Noise Estimation Module
017 - (COMPLETE) -Pilot Study on Aircraft Noise and Sleep Disturbance
038 - Rotorcraft Noise Abatement Procedures Development
040 - Quantifying Uncertainties in Predicting Aircraft Noise in Real-world Situations
041 - Identification of Noise Acceptance Onset for Noise Certification Standards of Supersonic Airplane
042 - Acoustical Mode of Mach Cut-off
043 - Noise Power Distance Re-Evaluation
044 - Aircraft Noise Abatement Procedure Modeling and Validation
049 - Urban Air Mobility Noise Reduction Modeling
050 - (NEW) - Over-Wing Engine Placement Evaluation
053 - Validation of Low Exposure Noise Modeling by Open Source Data Management and Visualization Systems
Integrated with AEDT
055 - Noise Generation and Propagation from Advanced Combustors
057 - Support for Supersonic Aircraft En-route Noise Efforts in ICAO CAEP
059A-E - Modeling and Measurements of Supersonic Civil Transport Jet Noise
061 - Noise Certification Streamlining
062 - Noise Model Validation for AEDT
063 - Parametric Noise Modeling for Boundary Layer Ingesting Propulsors
072 - (NEW) - Aircraft noise exposure and market outcomes in the US
075 - (NEW) - Improved Engine Fan Broadband Noise Prediction Capabilities
076 - (NEW) - Improved Open Rotor Noise Prediction Capabilities

O O O OO OO O0OO0OO0OO0OO0OO0oO OoOOo

O O O O O O O O O

Operations
Aviation operations result in fuel burn, emissions, and noise impacts. The nature and scale of these effects depends on a
number of related factors, including:
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e Aircraft flight paths and profiles,
e Schedule and frequency of operations, and
e Aircraft fleet mix.

ASCENT research focuses on identifying and accelerating the implementation of operational concepts that will reduce aviation
environmental impacts and/or improve energy efficiency while maintaining the efficiency of the National Airspace System.
The research spans multiple phases of flights and targets all environmental impact areas.

Projects include:
o 006 - (COMPLETE) - Rotorcraft Noise Abatement Operating Conditions Modeling
015 - (COMPLETE) - Cruise Altitude and Speed Optimization
016 - (COMPLETE) - Airport Surface Movement Optimization
023 - Analytical Approach for Quantifying Noise from Advanced Operational Procedures
038 - Rotorcraft Noise Abatement Procedures Development
044 - Aircraft Noise Abatement Procedure Modeling and Validation
053 - Validation of Low Exposure Noise Modeling by Open Source Data Management and Visualization Systems
Integrated with AEDT
o 077 - (NEW) - Measurements to Support Noise Certification for UAS/UAM Vehicles and Identify Noise Reduction
Opportunities

O O O O O O

Tools

The aviation system operation involves complex interactions between many different components when aircraft are on the
ground, taking off, in the air, and when landing. Aviation system operations also require the understanding of how to
optimize aviation activities, which is best done by implementing advanced modeling tools.

The Federal Aviation Administration’s suite of modeling tools have been developed to characterize and quantify the
interdependences of aviation-related noise and emissions, impacts on human health and welfare, and the costs and market
impacts to industry and consumers under varying policies, technologies, operations and market scenarios.

The ASCENT researchers are further developing and expanding the capabilities of these modeling tools in a variety of ways,
from improving the way basic physical properties are represented and effectively modeled to how new technologies will enter
the aircraft fleet and identifying the benefits of such technologies.

Projects include:
o 009 - Geospatially Driven Noise Estimation Module
010 - Aircraft Technology Modeling and Assessment
011 - (COMPLETE) - Rapid Fleet-wide Environmental Assessment Capability
012 - (COMPLETE) - Aircraft Design and Performance Assessment Tool Enhancement
035 - (COMPLETE) - Airline Flight Data Examination to Improve flight Performance Modeling
036 - (COMPLETE) - Parametric Uncertainty Assessment for AEDT2b
037 - CLEEN Il Technology Modeling and Assessment
040 - (COMPLETE) - Quantifying Uncertainties in Predicting Aircraft Noise in Real-world Situations
043 - Noise Power Distance Re-Evaluation (NPD+C) to Include Airframe Noise in AEDT
045 - Takeoff/Climb Analysis to Support AEDT APM Development
046 - Surface Analysis to Support AEDT APM Development
049 - Urban Air Mobility Noise Reduction Modeling
053 - Validation of Low Exposure Noise Modeling by Open Source Data Management and Visualization Systems
Integrated with AEDT
054 - AEDT Evaluation and Development Support
058 - Improving Policy Analysis Tools to Evaluate Higher-Altitude Aircraft Operations
060 - Analytical Methods for Expanding the AEDT Aircraft Fleet Database
062 - (NEW) - Noise Model Validation for AEDT
064 - (NEW) - Alternative Design Configurations to meet Future Demand

O O O O OO OO0 0O OO0 O0

O O O O O
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Aircraft Technology Innovation

The evolution of airframes and engines has resulted in modern designs that significantly reduce aviation fuel use, emissions
and noise on a per-flight basis. ASCENT researchers conduct the analyses, modeling and testing required to demonstrate the
viability of innovative airframe, engine and flight management technologies that reduce noise, emissions, and fuel burn.
Future innovations will drive further improvements and the ASCENT research helps accelerate technology development.

Projects include:
o 010- Aircraft Technology Modeling and Assessment
037 - CLEEN Il System Level Assessment
047 - Clean Sheet Supersonic Aircraft Engine Design and Performance
050 - Over-Wing Engine Placement Evaluation
051 - Combustion Concepts for Next-Generation Aircraft Engines
052 - Comparative Assessment of Electrification Strategies for Aviation
055 - Noise Generation and Propagation from Advanced Combustors
056 - Turbine Cooling through Additive Manufacturing
059 - Modeling and Measurements of Supersonic Civil Transport Jet Noise
063 - Parametric Noise Modeling for Boundary Layer Ingesting Propulsors
064 - Alternative Design Configurations to Meet Future Demand
066 - Evaluation of High Thermal Stability Fuels
067 - (NEW) - Impact of Fuel Heating on Combustion and Emissions
068 - Combustor Wall Cooling with Dirt Mitigation
070 - (NEW) - Reduction of nvPM emissions via innovation in aero-engine fuel injector design
071 - (NEW) - Predictive Simulation of Soot Emission in Aircraft combustors
074 - (NEW) - Low Emissions Pre-Mixed Combustion Technology for Supersonic Civil Transport
075 - (NEW) - Improved Engine Fan Broadband Noise Prediction Capabilities
076 - (NEW) - Improved Open Rotor Noise Prediction Capabilities
077 - Measurements to Support Noise Certification for UAS/UAM Vehicles and Identify Noise Reduction
Opportunities

O O OO O0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OOoOOoOOoOo

Supersonics
ASCENT supersonics research supports implementation of new technologies by advancing the understanding of the

perception of sonic boom noise over a range of sonic boom levels, assessing Mach cut-off levels that will allow supersonic
flight over land and furthering development of supersonic aircraft noise certification standards.

Projects include:

o 007 - (COMPLETE) - Civil, Supersonic Over Flight, Sonic Boom (Noise) Standards Development
010- Aircraft Technology Modeling and Assessment
022 - Evaluation of FAA Climate Tools
041 - Identification of Noise Acceptance Onset for Noise Certification Standards of Supersonic
Airplanes
042 - Acoustical Model of Mach Cut-off
047 - Clean Sheet Supersonic Aircraft Engine Design and Performance
057 - (NEW) - Support for Supersonic Aircraft Noise Efforts in ICAO CAEP
058 - (NEW) - Improving Policy Analysis Tools to Evaluate Aircraft Operations in the Stratosphere
059 - (NEW) - Jet Noise Modeling to Support Low Noise Supersonic Aircraft Technology Development
074 - (NEW) - Low Emissions Pre-Mixed Combustion Technology for Supersonic Civil Transport

O O O

O O O O O O



Project 001(A) Alternative Jet Fuel Supply Chain Analysis

Washington State University

Project Lead Investigator
Michael P. Wolcott

Regents Professor

Department of Civil & Environmental Engineering
Washington State University

PO Box 642910

Pullman, WA 99164-2910

509-335-6392

wolcott@wsu.edu

University Participants

Washington State University (WSU)
e Pls: Michael P. Wolcott, Regents Professor; Christina Sanders, Acting Director, DGSS; Manuel Garcia-Perez,
Professor; Xiao Zhang, Associate Professor; and Ji Yun Lee, Assistant Professor
FAA Award Number: 13-C-AJFE-WaSU-016
Period of Performance: August 1, 2019 to September 30, 2020

e Tasks:
1.
2.

3.

®NO

WSU 1. Design cases. (Garcia-Perez, Zhang)

WSU 2. Evaluate the most promising biorefinery concepts for alternative jet fuel (AJF) production. (Garcia-
Perez, Zhang)

WSU 3. Supplement and maintain the current inventory of biorefinery infrastructures that are useful for the
production of AJF, as identified in the conversion design cases. (Wolcott)

WSU 4. Perform a community social asset assessment. (Gaffney)

WSU 5. Refine and deploy facility siting tools to determine regional demand and to identify potential
conversion sites to be used in regional analyses. (Wolcott)

WSU 6. Perform a refinery-to-wing stakeholder assessment. (Gaffney)

WSU 7. Conduct a supply chain analysis. (Wolcott, Garcia-Perez)

WSU 8. Provide analytical support for regional Commercial Aviation Alternative Fuels Initiative (CAAFI) and
USDA jet fuel projects. (Wolcott)

Project Funding Level
$510,918 FAA funding and $510,918 matching funds. State-committed graduate school contributions for four PhD students.
Faculty time for Michael Wolcott, Manuel Garcia-Perez, and Xiao Zhang contributes to the cost share.

Investigation Team

Michael Wolcott, WSU, Project Director/PI

Christina Sanders, WSU, Co-Project Director/Co-PI
Season Hoard, WSU, Co-Project Director/Co-PI
Manuel Garcia-Perez, WSU, Co-Project Director/Co-PI
Xiao Zhang, WSU, Co-Project Director/Co-PI

Ji Yun Lee, WSU, Co-Project Director/Co-PI

Michael Gaffney, WSU, Faculty

Kristin Brandt, WSU, Staff Engineer

Dane Camenzind, WSU, Staff Engineer

Lina Pilar Martinez Valencia, WSU, Graduate Student



e Tanzil Abid Hossain, WSU, Graduate Student
e Anamaria Paiva, WSU, Graduate Student

e Daniel Mueller, WSU, Graduate Student

e Kelly Nguyen, WSU, Graduate Student

e Jie Zhao, WSU, Graduate Student

e Fangjiao Ma, WSU, Graduate Student

Collaborating Researchers
e Burton English, University of Tennessee
e Greg Latta, University of Idaho
e Kristin C. Lewis, Volpe National Transportation Systems Center

Project Overview

As part of an effort to realize an “aviation system in which air traffic will move safely, swiftly, efficiently, and seamlessly
around the globe,” the FAA has set a series of goals and supporting outcomes, strategies, and performance metrics (Hileman
et al., 2013). The goal entitled “Sustaining our Future” outlines a number of strategies that are collectively aimed at reducing
the environmental and energy impacts of the aviation system. To achieve this goal, the FAA set an aspirational goal for the
aviation industry to utilize one billion gallons of AJF by the year 2018. This goal was created from an economic, emission,
and overall feasibility perspective (Richard, 2010; Staples et al., 2014).

Current approaches to supply chain analysis for AJF optimize the feedstock-to-refinery and refinery-to-wing transportation
logistics (Bond et al., 2014). One of the greatest barriers to large-scale AJF production is the high capital of greenfield
facilities, which translates to risk in the investment community (Huber et al., 2007). The cost of cellulosic ethanol plants
ranges from $10 to $13 per gallon capacity (Hileman and Stratton, 2014); moreover, the additional processing steps required
to convert the intermediate to a drop-in AJF could increase this cost to over $25 per gallon capacity (Hileman, 2014).

Motivated by the realities of converting these initial commercialization efforts into second-generation AJF, researchers have
considered alternate conversion scenarios, including the transitioning of existing facilities (Brown, 2013). Currently, Gevo is
employing retrofit strategies for corn ethanol plants to produce isobutanol, a potential intermediate for the alcohol-to-jet
(ATJ) process of producing iso-paraffinic kerosene (Pearlson, 2011; Pearlson et al., 2013). Research on approaches for
achieving the aspirational FAA goal of AJF consumption has relied upon “switching” scenarios, in which the existing and
planned capacity are used to produce drop-in fuel (Malina, 2012). These approaches require the identification of existing
industrial assets that can be targeted for future AJF production. Thus, siting becomes not only an exercise for optimizing
feedstock transportation, but a necessary task for aligning this critical factor with the existing infrastructure, markets within
regions, and the appropriate social capital for developing this new industry (Henrich et al., 2007; Seber et al., 2014).

Thus far, all published AJF supply chain analyses have been limited to stand-alone jet fuel production technologies that do
not generate bio-products. Hence, the potential techno-economic and environmental benefits of using existing industrial
infrastructure and the production of coproducts with respect to the development of jet fuel production scenarios must be
considered in future studies.

Design cases of stand-alone AJF production facilities will be used in supply chain evaluations. Social asset modeling is not
well developed, and efforts are likely hampered by difficulties in quantifying social assets when compared to improved
environmental performance or reductions in AJF costs, which may be better observed by optimizing economic and
environmental constraints. However, the community characteristics of a potential site must be considered when determining
preferred locations for a new biorefinery. Community resistance or enthusiasm for the AJF industry can strongly influence
the success or failure of a facility (Martinkus et al., 2014; Rijkhoff et al., 2017). Thus, community social asset modeling
efforts conducted within this project, such as those based on the Community Asset and Attribute Model (CAAM), will inform
disciplinary applications and advances. Clearly, social factors can have a significant effect—positive or negative—on project
adoption and implementation, particularly in high technology or energy-related projects (Lewis et al., 2012; Martinkus et al.,
2012; Mueller et al., 2020). The consideration of social factors in site selection and implementation decisions can maximize
positive social support and minimize opposition and social negatives, which can significantly promote the success of a
project. In this regard, the CAAM originally piloted in the Northwest Advanced Renewables Alliance (NARA) project was
designed to provide a quantitative rating of select social factors at the county level (Martinkus et al., 2014).



Focusing on regional supply chains, this research aims to identify the key barriers that must be overcome to produce one
billion gallons of AJF. We will address this overall goal by developing tools to support the AJF supply chain assessment
performed at the Volpe Center. Our effort will provide facility siting analyses that assess conversion design cases combined
with regional supply chain assets and social capacity assessments for communities to act collectively toward development
goals. Finally, a refinery-to-wing stakeholder assessment will support modeling and accounting of AJF distribution for
downstream fuel logistics.
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Task 1 - Design Cases
Washington State University

Objectives

In previous years, our team has worked towards completing the reviews and final reports of design cases for six stand-alone
AJF technologies (Table 1) and four relevant industries (sugarcane, pulp and paper, corn ethanol, and petroleum refineries).
The status of each stand-alone AJF techno-economic analysis (TEA) and report are shown in Table 1. The results from pyrolysis



and AT)J pathways have been published in the peer-reviewed journals referenced, while the work conducted from October 1,
201 9 to September 30, 2020 has focused on the following tasks:

2:
3.

4.

Conduct a detailed analysis of a “catalytic hydrothermolysis pathway for jet fuel production.”

Conduct a detailed analysis of a new AJF pathway for hydrothermal liquefaction (HTL) processing.

Conduct TEA analyses on the integration of lignin coproduct technologies in the ATJ pathway to determine the
potential for reducing fuel costs.

Develop a new case report, focusing on a technology review and an evaluation of lipid conversion processes (HEFA,
CH, SBI, Forge, Tyton, decarboxylation; see Table 1) and new technologies for the production of alternative lipids
(HTL and sugar-to-lipid).

5. Prepare manuscripts for publication.

Table 1. Evaluated Stand-alone AJF Technologies

Literature review and
design report date

Publications

TEA model

Pyrolysis

Literature review based
on a design report,
138 pages (2017).

Energy & Fuels
33:4683, 2019; Fuel
Process Technology
195:106140, 2019

Standardized TEA complete and available for
use by university partners.

Alcohol-to-jet (ATJ)

Literature review based
on a design report,
28 pages (2015).

ChemSusChem
11:3728, 2018

Standardized TEA complete and available for
use by partners.

Synthetic kerosene
and synthetic
aromatic kerosene
(SK-SKA)

Literature review based
on a design report, 36
pages (2015).

A manuscript based on
the case design report
in preparation.

This is based on the Sasol process for which
we have not found any significant
development since 2016. There is a lack of
adequate process information/data on SK-
SKA production from renewable feedstock.
Thus, we are not able to build a reliable TEA.

Direct sugar-to-
hydrocarbon
(DSHC)

Literature review based
on a design report, 88
pages (2017).

Manuscript submitted
and under review by
Biomass and Bioenergy
that includes DSHC.

Standardized TEA complete and available for
use by partners.

Virent BioForming
process

Literature review based
on a design report, 46
pages (2015).

Manuscript submitted
and under review by
Biomass and Bioenergy
that includes Virent.

Standardized TEA complete and available for
use by partners.

Catalytic Literature review based | Manuscript has been Standardized TEA complete.
hydrothermolysis on a design report, 35 | submitted for journal

(CH) pages (2018). publication.

Gasification No literature review Manuscript submitted Standardized TEA complete and available for

Fischer Tropsch
(GFT)

conducted.

and under review by
Biomass and Bioenergy
that includes GFT.

use by partners.

Microchannel

No exhaustive

The capital cost results

A standardized microGFT TEA was

gasification literature review was were considered of completed, however the cost information is
Fischer Tropsch written. The capital poor reliability. considered unreliable.
(microGFT) costs found in the
open literature for
microchannel FT were
not reliable.
Hydroprocessed No written literature Manuscript submitted Standardized TEA complete and available for

esters and fatty
acids (HEFA)

review conducted.

and under review by
Biomass and Bioenergy
that includes HEFA.

use by partners.




Research Approach

Background

We have conducted a detailed literature review and prepared design case reports on six AJF pathways, including pyrolysis,
AT]J, synthetic kerosene and synthetic aromatic kerosene, direct sugar-to-hydrocarbon (DSHC), Virent BioForming, and
catalytic hydrothermolysis (CH). We have also collected data from the literature to conduct TEA for these pathways. The
results from these design cases are being applied in the development of supply chains and the identification of synergisms
that may eventually lead to the construction of integrated AJF production systems that take advantage of the infrastructure
in a given region. An analysis of the locations of existing infrastructure demonstrated that the United States can be divided
into regions based on the dominant biomass. Thus, we believe that the generation of advanced biorefinery concepts focused
on petroleum refineries, pulp and paper mills, sugarcane mills, and corn ethanol mills is a viable approach for evaluating the
synergism among AJF pathways, existing infrastructure, and coproducts. We can then compare the biorefinery concepts
developed for each technology to identify the most promising approach, which will then be used in supply chain analyses.

Stand-alone design case reports were generated by conducting reviews of relevant research in the academic literature and
public information provided by commercial entities developing the corresponding technology. The published papers were
subjected to an industrial expert review, and the reports provide details regarding the processes involved in each conversion
pathway and outline the technology readiness and particular barriers to implementation. Publicly available information
regarding the commercial processes and research literature will provide a foundation of information to be used in modeling
efforts. Where detailed process engineering information is lacking, new models will be built to estimate the parameters
needed to complete assessments such as techno-economic modeling and supply chain modeling. Aspen Plus is primarily
used to generate process models and details, including mass balances, energy balances, energy requirements, and
equipment size and cost. These results will also provide the basis for a comparative analysis between design cases, which
will identify the key advantages and markets for each technology.

Each design case has the following components:

Feedstock requirements

Companies developing/commercializing the technology

Current location of units in the U.S. and worldwide

Block and flow diagram of the technology

Unit operations and process conditions (reactor type, separation unit type, catalysts, product yield, jet fuel yield)

Properties of the produced jet fuel

Identification of potential intermediates

Current and potential uses of wastes and effluents

Developed coproducts

0. Potential ways to co-process intermediates, wastes, and coproducts using existing infrastructure (petroleum
refineries, pulp and paper mills, etc.)

11. Preliminary TEA

12. Technological challenges and gaps

SPeNaUAEWN =

We have submitted technical reports and supplementary Microsoft Excel files with mass and energy balances and TEAs for
the pathways listed below. Furthermore, we have conducted a strategic analysis to identify the overall weaknesses of the
technologies under study. All files are available on shared drives for the ASCENT Project 01 team members. Where indicated,
the TEAs are still undergoing internal review.

e  Pyrolysis-bio-oil hydro-treatment concept (hydro-treated depolymerized cellulosic jet): TEA is complete.

e ATJ: A manuscript with information regarding the mass and energy balances and the TEA has been published.

e Gasification Fischer Tropsch (GFT): Two design cases have been prepared for biomass gasification. The first case
focuses on microreactors and the second design case is applicable to technology based on larger, standard reactors.
Reviews on the TEAs for GFT and microGFT have been completed. However, the limited reliability of the microreactor
capital costs hinders the value of the practical impact of our microreactor TEA study. The TEAs are available for use
by partners.

e HEFA: A stochastic TEA was created in MATLAB and was confirmed to match the completed, deterministic TEA when
assumptions and costs match. The deterministic TEA review is complete and it is now available for use.

e CH: TEA is complete.



We have submitted a manuscript to Biomass and Bioenergy comparing the economic and environmental performance of the
AJF technologies discussed above and the overall weaknesses of the technologies studied. This manuscript presents a
strategic analysis of the yield increases needed to achieve a minimum selling price (MSP) comparable to those of current
commercial fuels. Over the last year, we also made progress in design cases for existing industries (corn ethanol, sugarcane
mills) that could be used to reduce the production cost of AJFs. The analyses are complete.

Major progress has been made on the analysis of corn ethanol, sugarcane, and petroleum refinery infrastructure that could
support jet fuel production. A paper on conversion of corn ethanol mills is under review by Biomass and Bioenergy. Two
additional papers, using either sugarcane mills or petroleum refineries to reduce AJF production costs, are under internal
review.

We have worked with the Pacific Northwest National Laboratory (PNNL) and completed a case design report on HTL for AJF
conversion.

A summary report on several lipid conversion pathways, including SBI, Forge, Tyton, decarboxylation, and coprocessing, has
been prepared. A manuscript entitled “Techno-economic analysis of the CH pathway for jet fuel production” has been
reviewed by Agrisoma and the FAA, before submission for journal publication in September 2020.

Milestones

An Excel file with TEAs for all AJF technologies has been completed and design cases for the corn ethanol and sugarcane
industries are still being reviewed by the standardization team. A detailed analysis entitled “Catalytic hydrothermolysis
pathway for jet fuel production” has been completed and a design case report entitled “Jet Fuel Design Case: Hydrothermal
liquefaction case design report” has been completed. A summary report entitled “Lipid and Bio-processing Technologies:
Process Intensification and Continuous Flow-Through Reaction (PICFTR), Lipid-to-Hydrocarbon (LTH), TYTON,
Decarboxylation and Co-processing” has been produced and manuscripts have been prepared for publication.

Major Accomplishments

A manuscript entitled “Comparison of Techno-economic and Environmental Performance of Alternative Jet Fuel Production
Technologies” has been prepared and reviewed. Another manuscript entitled “Economic Analysis of Catalytic
Hydrothermolysis Pathway for Jet Fuel Production” has been submitted for journal publication. “Hydrothermal liquefaction
case design report” has been updated in preparation for FAA review. We intend to submit these manuscripts to the FAA for
review within the next four months. We are working on the construction of a TEA for lignin extraction and utilization in a
biorefinery process (National Renewable Energy Laboratory [NREL] biochemical conversion,
https://www.nrel.gov/docs/fy19osti/71949.pdf).

A paper detailing the impact of coproducts on the financial viability of a forest-residual based ATJ process was published in
Biofuel, Bioproducts and Biorefining. A companion paper that details the combined effect of siting and repurposing industrial
facilities with multiple levels of capital cost avoidance on the economic viability of AJF is being written with submission for
internal review expected in late 2020.

We have assisted the Committee on Aviation Environmental Protection (CAEP) through participation on the Fuel Task Group
(FTG). ASCENT HEFA, ATJ, and GFT TEAs have been revised, streamlined, and generalized for use by both scientists and non-
scientists from around the world. The TEAs can be modified to reflect local costs and feedstocks. The TEAs were used to
develop a “Rules of Thumb” or heuristics approach to estimating capital requirements and relative fuels costs from these
technologies. This output is compiled in both Word document and Excel spreadsheet formats. These documents illustrate
the influence of key variables in AJF costs: yield, CAPEX, feedstock price, and conversion technology maturity.

Data generated from the design cases have been made available to ASCENT Project 01 partners to assist with supply chain
analysis and techno-economic modeling by improving the conversion and cost figure database values. Evaluations of the
effects of process variations on the chemical properties of the generated products are being used to provide insight into the
challenges that will be faced when AJFs are blended into commercial jet fuel.



Publications

Peer-reviewed journal publications

Brandt, K.L., Wooley, R.J., Geleynse, S.C., Gao, J., Zhu, J., Cavalieri, R.P., Wolcott, M.P. (2020). Impact of co-product selection
on techno-economic analyses of alternative jet fuel produced with forest harvest residuals. BioFPR, 14(4):764-775.

Geleynse, S., Jiang, Z., Brandt, K., Garcia-Perez, M., Wolcott, M., Zhang, X. (2020). Fuel Processing Technology 201:106338

Tanzil, A.H., X. Zhang, M. Wolcott and M. Garcia-Perez, Strategic Assessment of Sustainable Aviation Fuel Production
Technologies: Yield Improvement and Cost Reduction Opportunities (submitted to Biomass and Bioenergy, 2020).

Outreach Efforts

During the preparation of design case reports, we have closely interacted with industrial companies, including Gevo,
LanzaTech, and Agrisoma. These companies have also helped us review reports and draft manuscripts. Our results have
been presented to the FAA, the Washington State Academy of Science, and specialized conferences (TCS 2020). We have also
made several presentations to graduate and undergraduate students.

Malina, R., Wolcott, M., Brandt, K. Update on TEA tool development. CAEP/12 Fuels Task Group, TPP subgroup. 20 May 2020.

Awards
None

Student Involvement

Several graduate students (Senthil Subramaniam, Sudha Eswaran, Kelly Nguyen, Tanzil Hossain, Anamaria Paiva, and Lina
Martinez) and one undergraduate student (Kitana Kaiphanliam) participated in the creation, editing, and updating of the
design cases for stand-alone AJF technologies, relevant existing infrastructure, and lignin coproducts.

Plans for Next Period
We intend to submit 3-5 manuscripts for the lignin coproduct analyses and others based on the AJF analyses. The following
are the proposed manuscripts to be completed this project year:
1. Methodology of quantifying the Impact of Repurposing Existing Manufacturing Facilities: Case Study using Pulp and
Paper Facilities for SPORL Sustainable Aviation Fuel Facility.
2. Lipid and Bio-processing Technologies: Process Intensification and Continuous Flow-Through Reaction (PICFTR),
Lipid-to-Hydrocarbon (LTH), TYTON, Decarboxylation and Co-processing.
3. Economic Analysis of Catalytic Hydrothermolysis Pathway for Jet Fuel Production.
4. The Potential of SK-SKA for Production of Sustainable Aviation Fuel.
5. The Opportunity for Lignin Co-products to Improve the Economics of Sustainable Aviation Fuel Production.

Task 2 - Evaluation of the Most Promising Biorefinery Concepts for AJF

Production
Washington State University

Objectives

Continuation from previous years

During this upcoming year, we will complete our evaluation of biorefinery scenarios for AJF production using corn ethanol,
sugarcane, pulp and paper mills, and petroleum refineries. Over the past year, we advanced our analyses for corn ethanol
and pulp and paper mills, and in the coming year, we aim to complete our analyses for sugarcane and petroleum refineries.

We will conduct detailed TEA analyses on the integration of lignin coproduct technologies and the ATJ pathway to determine
the potential for reducing fuel costs.

Research Approach

Background

In this Task, we will utilize the design cases for existing infrastructure, AJF production technology, and identified coproducts
to generate new biorefinery concepts for petroleum refineries, pulp and paper mills, sugarcane mills, and corn ethanol mills.
The results from this effort will allow us to identify and select the most commercially feasible biorefinery concepts. Major




technical gaps/barriers toward the commercialization of each biorefinery concept will also be determined from the results
of this study.

The integration of process technologies will be assessed using an approach similar to that for the stand-alone design cases.
The integration concepts will be developed by pairing stand-alone cases with these concepts to evaluate the economic and
environmental advantages of the integration approaches. Over this period, we have conducted detailed analyses of ATJ
conversion and integration with pulp mill operations. We have also investigated the potential contribution of lignin
coproducts to the overall process economy.

A dry grind corn ethanol mill (DGCEM) with a capacity of 80 million gallons of ethanol per year was studied in order to
evaluate potential biorefinery scenarios for AJF production. Similarly, we used a sugarcane mill with a sugarcane processing
capacity of 12,444 MTD that produces raw sugar, molasses, surplus bagasse, and surplus electricity. The petroleum refinery
used as base case processes 120,000 barrels per day of crude oil. Five AJF technologies were studied: Virent’s BioForming,
AT]J, DSHC, fast pyrolysis, and GFT. A standardized methodology was adopted to compare DGCEM, sugarcane mill and
petroleum refineries biorefinery concepts in a number of integration scenarios with six jet fuel production scenarios. For all
of the cases we estimated the minimum fuel selling price and greenhouse gas emissions.

A manuscript on the integration of ATJ technologies in pulp mill infrastructure was published. Three new papers will be
published with the results for corn ethanol mills, sugarcane mills, and petroleum refineries.

Major Accomplishments

Building upon the ATJ pathway analyses, we have analyzed the integration of the ATJ process in a pulp mill infrastructure. A
manuscript entitled “Pulp Mill Integration with Alcohol-to-Jet Conversion Technology” has been published in Fuel Processing
Technology. Following the reviewer’s input, a revised manuscript has been submitted. Economic models and life cycle
assessments have been applied to select the most promising biorefinery concepts for corn ethanol, sugarcane, and pulp and
paper, and petroleum refineries. The manuscript on corn ethanol was submitted to Biomass and Bioenergy. The other two
papers (sugarcane and petroleum refineries) are under internal review.

Publications

Written reports under peer review

Brandt, K.L., Wooley, R.J., Geleynse, S.C., Gao, J., Zhu, J., Cavalieri, R.P., Wolcott, M.P. (2020). Impact of co-product selection
on techno-economic analyses of alternative jet fuel produced with forest harvest residuals. BioFPR, 14(4):764-775

Geleynse, S., Jiang, Z., Brandt, K., Garcia-Perez, M., Wolcott, M., Zhang, X. (2020). Fuel Processing Technology 201:106338

Tanzil, A.H., Zhang, X., Wolcott, M., Garcia-Perez, M. Evaluation of Biorefinery Alternatives for the Production of Sustainable
Aviation Fuels in a Dry Grind Corn Ethanol Mill (submitted to Biomass and Bioenergy)

Tanzil, A.H., Zhang, X., Wolcott, M., Garcia-Perez, M. Evaluation of Biorefinery Alternatives for the Production of Sustainable
Aviation Fuels in a Sugarcane Mill (internal review)

Tanzil, A.H., Zhang, X., Wolcott, M., Garcia-Perez, M. Evaluation of Biorefinery Alternatives for the Production of Sustainable
Aviation Fuels in a Petroleum Refinery (internal review)

Outreach Efforts
Senthil Subramaniam, who has been supported by this project, has graduated with a PhD degree from WSU (December 2020).

Kelly Nguyen, who has been supported by this grant, has graduated with master’s degree from WSU (May 2020).

Abid Tanzil has now submitted his PhD dissertation to defend during the fall 2020 semester.

Awards
None

Student Involvement

Graduate students (Senthil Subramaniam, Kelly Nguyen, Abid Tanzil Hossain, Lina Martinez Valencia, and Anamaria Paiva)
have received training in this project. An undergraduate student (Kitana Kaiphanliam), funded under a National Science
Foundation Research Experience for Undergraduates (NSF-REU) grant, assisted in building techno-economic models for
coproduct production scenarios.




Plans for Next Period
During the next period, Dr. Garcia-Perez’s team will focus on publications.

Task 3 - Supplement and Maintain the Current Inventory of Biorefinery
Infrastructures that are Useful for AJF Production, as Identified in the

Conversion Design Cases
Washington State University

Objective
This Task requires periodic evaluation of the databases to add new or update the status of closed facilities in each category
such that the geospatially specific assets are current.

Research Approach

The use of existing infrastructure assets is a key component of retrofit approaches for advances in this industry. To
differentiate between the relative value of different options, the specific assets must be valued with respect to their potential
use within a conversion pathway. Regional databases of industrial assets that might be utilized by a developing AJF industry
have been assessed on a national level. These baseline databases are compiled from a variety of sources, including industry
associations, universities, and news outlets. These databases will be expanded, refined, and validated as the conversion
design cases articulate additional needs for the regional analyses.

Milestones

National databases have been compiled, geolocated, validated, and shared for biodiesel, corn ethanol, energy pellet, pulp
and paper, and sugar mill production. We evaluate the databases as needed to add new or change the status of closed
facilities in each category to ensure that the geospatially specific assets are current.

The geospatial infrastructure data was converted for use in the supply chain resiliency models. Tools were updated for
transportation cost modeling, which will lead to future improvements.

Major Accomplishments
National databases have been compiled, validated, and shared with the ASCENT Project 01 teams. All of the metadata are
available for use in the regional analyses.

Publications
None

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period
N/A




Task 4 - Continue Work on Social Asset Decision Tools Developed in Phase
1 for Plant Siting (CAAM), Including Additional Validation and Incorporation
of Multi-decision-making Tools. Extend Applications to Another U.S. Region
in Coordination with Other Team Members (Inland Northwest, Appalachian

Region). Prepare for National Extension and Replication in Select Countries.
Washington State University

Objective
Update CAAM with available data and strategically apply to additional U.S. regions.

Research Approach

Based on key measures of social, cultural, human, and political capitals, WSU finalized the CAAM for strategic application to
communities to determine appropriate outreach to aid project development and implementation. The first tool with only
three community assets—social, human and cultural—was initially applied to the NARA region in the Pacific Northwest, and
a refined tool that added more complete measures of social, cultural, and human capital was deployed in two sub-regions
of NARA. The model was updated in 2019 to include political capital and further refined through factor analysis to capture
more parsimonious measures of each capital using factor analysis. The 2019 updated model was strategically applied to
case studies of biorefineries in the Pacific Northwest and Montana to provide community engagement recommendations in
order to increase the likelihood of project success. The case study analysis was used to validate the strategic application
model which has been published online in Community Development. Additional efforts to apply the final CAAM in the BANR
region and the Inland Northwest are ongoing.

Milestones
The CAAM dataset and codebook is available and was shared with FAA ASCENT colleagues in Tennessee. CAAM benchmark
measures have been developed for the additional two regions of BANR and the Inland Northwest.

Major Accomplishments

A strategic application model has been created using completed CAAM measures and supplementary data to provide
engagement recommendations for improving the likelihood of success when making initial contacts with communities. A
manuscript which explains the development of the new CAAM and applies the model to case studies in the Pacific Northwest
and Montana has been published online in Community Development. The manuscript will be available in an upcoming issue
of Community Development in 2020. Two additional manuscripts for BANR on an application of the CAAM in Colorado and
Wyoming are still underway.

Publications

Written report under peer review

Mueller, D., Hoard, S., Roemer, K., Rijkhoff, S., Sanders, C. (2020). Quantifying the Community Capitals Framework:
Strategic Application of the Community Assets and Attributes Model. Community Development. DOI:
10.1080/15575330.2020.1801785

Outreach Efforts
None

Awards
None

Student Involvement
None

Plans for Next Period
Update model with new data (where available); complete application to BANR and Inland Northwest regions.




Task 5 - Refine and Deploy Facility Siting Tools to Determine Regional

Demand and Potential Conversion Sites to be Used in Regional Analyses
Washington State University

Objective

Develop tools to site potential conversion facilities. There are two primary needs: a generalized tool to site initial locations
that meet the needs of a specific conversion facility type and a second tool to select optimal conversion facility sites from
the initial set of locations.

Research Approach

The geospatial siting pre-selection tool (GSP) began development in early 2019. It is a Python-based script that automates
ArcGIS to produce points that represent locations that suit the needs of a conversion facility. The GSP uses a combination of
buffer and cost datasets. Buffer datasets ensure that a candidate is sited within proximity to necessary infrastructure such
as roads, rail, and natural gas pipelines. The set of candidates generated using only buffers would be very large, thus cost
datasets are added to distinguish candidates from each other. Cost datasets represent geospatially variable costs including
electricity, natural gas, and transportation. An additional script has been developed to model the input transportation costs
for the GSP by taking a feedstock point dataset and using that to develop an equation relating feedstock density to the
average cost to supply a set amount of feedstock to that location. In early 2020, a graphic user interface was added to the
GSP to make it more user-friendly.

The Many Step Transshipment Solver (MASTRS) is another Python-based script that models large supply chains across
multiple levels by building and solving mixed integer linear programming problems. The model starts with feedstock spread
across many locations and then models the distribution and conversion of feedstock into biofuels and other co-products
through multiple levels of intermediate facilities that may include temporary storage, pre-treatment, and fuel production
before sending the new products to their destinations. Intermediate facilities may include existing facilities or new candidate
facilities that are generated by the GSP. Output from MASTRS shows the flow of materials throughout the supply chain and
the most cost-efficient capacities and locations of new facilities.

The modeling combination of GSP and MASTRS scripts has been implemented on several regional supply chains. MASTRS
was first implemented with Pacific Northwest oilseed-to-jet-fuel supply chain in 2018. Since 2019, GSP and MASTRS scripts
have been used together for two supply chain models both for the production of jet fuel from forest residuals and lumber
production byproducts in the Pacific Northwest. The first uses single-stage conversion at integrated biorefineries and the
second is a multi-stage model with distributed pre-processing facilities.

Milestones
GSP and MASTRS have undergone continuous progress to become much more practical tools. Along with expansion of tool
capabilities, significant improvements have been made to tool accessibility for new potential users.

Major Accomplishments
None

Publications
None

Outreach Efforts
None

Awards
None

Student Involvement
None




Plans for Next Period
Begin process to publish papers that define GSP and MASTRS. Continue implementation of GSP and MASTRS in regional
supply chain analyses, particularly in completing the BANR supply chain analysis.

Task 6 - Refinery-to-Wing Stakeholder
Washington State University
(The report is provided in Award No. 13-C-AJFE-PSU-002)

Objectives
We will extend the stakeholder assessment to a limited sample of informed stakeholders in the remaining sections of the

country to provide insight into market and industry dynamics, with the aim of optimizing successful outcomes.

Research Approach

In 2019, the team collected primary data via surveys to better understand the awareness, opinions, and perspectives of key
aviation fuel supply chain stakeholders regarding the potential impacts and key factors for an economically viable biojet fuel
production industry in the United States. These aviation fuel supply chain stakeholders include airport management, fixed-
base operators (FBOs), aviation fuel handlers, relevant airlines, and CAAFI personnel. Data were collected to assess the
opinions, awareness, and perceptions of aviation fuel supply chain stakeholders regarding factors impacting the adoption
and diffusion of AJF. A national survey of aviation management and FBOs was distributed to several hundred stakeholders
across the United States and was completed in the summer of 2019.

Milestones
Data has been assessed for potential manuscripts due to low response rates and potential publications identified.

Major Accomplishments
None

Publications
None

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period
Complete updated publication based on national results.

Task 7 - Supply Chain Analysis

Washington State University-Volpe

Objective(s)

WSU and the Volpe Center have each developed modeling tools that apply trans-shipment optimization to model the
geospatial layout of developing supply chains. A comparison of these tools would be useful to identify the strengths and
weaknesses of each.



We have developed a framework for assessing the resilience of a sustainable aviation fuel (SAF) supply chain subjected to
multiple uncertain hazards and conditions and have modified the Freight and Fuel Transportation Optimization Tool (FTOT)
for its extensive utilization in a continuous re-optimization process. The team has applied the proposed resilience
assessment framework to a forest residue-based SAF supply chain in the Pacific Northwest region to demonstrate its
feasibility.

Research Approach

Focusing on the use of woody-biomass-to-jet-fuel conversion via fast pyrolysis and the upgrading of a supply chain centered
in the Northern Rockies, a series of comparison studies was conducted using optimization tools from the Volpe Center and
WSU. Each modeling approach was required to determine sites for new pyrolysis depots and upgrading refineries. Forest
production data were provided by the LURA model from the University of Idaho. Pyrolysis depot locations were selected by
candidate generation tools included in each approach and existing petroleum refineries were used as candidates for
upgrading refineries. Cities, ports, and airport hubs throughout the U.S. West Coast and Rocky Mountain regions were used
as markets for road transportation fuel, bunker fuel, and jet fuel.

Resilience

A supply chain can be exposed to multiple unpredictable events and conditions over the medium- to long-term horizon.
These events and conditions include natural (e.g., earthquakes, hurricanes, floods, wildfires, and tsunamis) and manmade
hazards (e.g., terrorist attacks, cyberattacks, and industrial accidents), climate change, technology development, evolving
customer preferences, dynamic changes in government regulation and political circumstances, etc., which may have negative
or positive impacts on supply chain performance. Although supply chain resilience assessments should address the
combined effects of multiple negative and positive events and conditions that may occur over the planning horizon, most
existing studies have focused on negative consequences induced by a single type of natural hazard, which often leads to the
under- or over-estimation of potential risks. Moreover, previous studies have assessed supply chain resilience in a more
qualitative manner, utilizing either conceptual or empirical analysis. To address these deficiencies in the existing literature,
the proposed framework quantitatively assesses the effect of both negative and positive events and conditions on the
performance of a supply chain and supports resilience-enhancing strategies that minimize negative impacts while
capitalizing on opportunities. Furthermore, in contrast to conventional resilience assessments, which focus on a single type
of hazard and provide a snapshot of the resilience index immediately following a hazardous event, the proposed resilience
assessment considers the medium- to long-term performance of a supply chain, thereby providing the resilience index as a
function of time over the planning horizon. In this way, the time-dependent performance-based supply chain resilience index
enables the quantification of multiple components of resilience.

In the previous period of performance (October 2018 to September 2019), we developed a multi-component resilience
assessment framework for a supply chain system subjected to multiple uncertain hazards and conditions. During this period
(Oct 2019 - Sep 2020), our task consists of two parts: (a) the modification and utilization of FTOT, and (b) the application of
the resilience assessment framework to a forest-residue-based SAF supply chain system in the Pacific Northwest (PNW) region.
We have investigated the utilization of FTOT in solving re-routing problems following a major disruption and computing
time-dependent supply chain system performance. First, we have studied FTOT Python package and scenarios thoroughly to
identify the implicit assumptions and methodologies adopted in FTOT. Then, we have communicated with the Volpe FTOT
team during the period from March 2020 to August 2020 through bi-weekly meetings and FTOT GitHub to incorporate the
risk and resilience assessment process into the current FTOT framework. We have made major modifications in FTOT,
including (a) a separate Python package that simulates multiple risk factors, (b) the modification of main objective function
and constraints, and (c) a new iterative structure embedded in the existing codes to enable the continuous evaluation of
system performance over the planning horizon.

In order to facilitate the Volpe team’s understanding of the incorporation of risk and resilience assessment into the current
FTOT framework, we have utilized a simple supply chain system. Specifically, the quick scenario 2 from the FTOT package,
was used for the purpose of communication. Subsequently, the newly added modules and modified FTOT codes have been
validated with this example. After the initial validation was completed, we have utilized a more realistic forest-residue-based
SAF supply chain system distributed over the PNW region to find any challenges that may arise from the application of the
modified and/or newly added modules to a larger-scale supply chain system and demonstrate the feasibility and practicability
of the proposed framework. We have identified multiple risk factors that may potentially affect the supply chain system.
Among them, seismic hazards may induce the greatest negative impact on the system performance, as some parts of the
system are located in high seismic hazard zones. While seismic risk assessment of civil infrastructure and regional
transportation system has been well investigated in the past decades, their concern has focused on a city- or county-scale



risk assessment. However, the supply chain system is distributed over a much larger geographical region, including three
states (WA, ID, and OR), and a new approach has been developed to generate a finite set of stochastic seismic events for the
study region which can appropriately represent all possible events. An importance sampling technique has been employed
to sample large-magnitude seismic events while improving computational efficiency. In the next quarter, all the risk factors
will be combined to assess their effects on supply chain system performance and resilience to complete the case study.

Milestones
The team has developed risk and resilience modules that are compatible with the FTOT to incorporate the resilience
assessment framework into the current FTOT package.

The proposed assessment framework has been illustrated with a forest-residue-based SAF supply chain system distributed
over the PNW region to demonstrate its feasibility and practicability.

Major Accomplishments
The WSU MASTRS and Volpe FTOT were compared for siting analyses in the BANR region. Similar and differing modeling
assumptions were identified and the appropriate model for a given objective was determined.

The team has developed a theoretical framework for multi-component resilience assessment. The Python-based risk and
resilience modules and the supporting document have been shared with the Volpe FTOT team. A manuscript describing the
resilience assessment framework and its illustration with a forest-residue-based SAF supply chain system has been prepared
and will be submitted to Transportation Research Part E: Logistics and Transportation Review. A conference abstract on this
topic (but with a case study of transportation system) has been accepted, and we have been invited to submit a full paper to
the 13™ International Conference on Structural Safety & Reliability.

We have performed a preliminary study on wildfire risk assessment of a supply chain system to investigate the potential
effects of wildfire on a forest-residue-based SAF supply chain system.

Publications
None

Outreach Efforts
N/A

Awards
None

Student Involvement

Dane Camenzind, MS Environmental Engineering, Washington State University - graduated in September 2019 and is
currently employed by WSU as an operations research engineer.

Jie Zhao, PhD candidate, Civil Engineering, Washington State University

Plans for Next Period
We will utilize regional supply chain tools to assess forest residuals for SAF using pyrolysis methods, as described in Task
8 below.

The team will submit a manuscript on a multi-component resilience assessment framework for a supply chain system in
January 2021 and another manuscript on wildfire risk assessment of a forest residual-based SAF supply chain system in
December 2020. During the upcoming year, we will extend this study to determine the most resilient supply chain layout
among alternatives and support cost-effective resilience-enhancing activities. Moreover, we will also investigate various
negative effects of wildfires on supply chain performance, including forced closedown of several facilities, delayed delivery
schedule due to health risk, closure of essential transit routes due to landslides, rock falls, etc.

In the following year, the research team will incorporate the proposed resilience assessment framework into FTOT to (a)
assess the integrated effects of multiple types of hazards/conditions on long-term supply chain performance and (b) quantify



the overall resilience of a supply chain system under a wide range of plausible future scenarios. In order to make FTOT
compatible with the proposed resilience assessment framework, several modifications of the FTOT Python file package are
required. For example, the framework has an iterative structure to measure supply chain performance at each time step
which generates a set of future scenarios. This structure is necessary to capture the dynamic nature of supply chain
performance over a planning horizon under diverse scenarios, and thus, should be included in FTOT. Moreover, FTOT needs
to be modified to incorporate the restoration costs and processes following a hazard event to quantify the restorative capacity
of a supply chain, which is one of the three resilience components. In addition to the modifications to FTOT simulation
structure and procedure, minor modifications to variables and constraints in FTOT will be required. While the unmet-demand
ratio (UDR) in FTOT can take on either O or a positive value, the resilience assessment framework considers the positive
effect of risk factors on supply chain performance and allows the redundancy of the system. Accordingly, the lower bound
of UDR should be changed from 0 to negative infinity. Furthermore, additional Python files need to be developed for
generating the realizations of each type of risk factor and integrating the factors in supply chain analysis. In order to maintain
the consistency between the proposed framework and FTOT, this work will be actively collaborated with the Volpe Center.
The incorporation of resilience assessment into FTOT will provide supply chain managers and stakeholders with information
on (a) the key risk factors that should be mitigated to enhance supply chain resilience and (b) which supply chain design is
the most resilient one among alternative designs in the future. Such information can be further used to determine cost-
effective resilience-enhancing solutions.

Task 8 - Analytical Support for Regional CAAFI and USDA Jet Fuel Project

Washington State University

Objectives

We will develop a readiness level tool to assess the status of regional SAF production projects and will use supply chain and
stand-alone design cases to support the USDA BANR project in TEA and supply chain analysis. This regional CAP project
focuses on the use of softwood forest salvage feedstock for fuels via a catalyzed pyrolysis conversion pathway.

We will assess the regional feedstock, conversion pathways, and the fuel minimum selling price (MSP) for SAF manufactured
in the Northwest U.S. The focus of this work, requested by the Port of Seattle, is to determine if the Seattle-Tacoma
International Airport can attain the 10% SAF goal using SAF manufactured in the region from regional feedstock.

Research Approach

We will develop readiness level tools for regional projects to assess the status of developing fuel projects and to identify
critical missing components. This tool will be similar in form to the CAAFI Feedstock and Fuel Readiness Levels and will be
used to assist CAAFI in understanding the stage of development for projects of interest and to assess critical gaps. In
addition, we will assist the regional USDA BANR team in deploying TEA and supply chain analysis for their project. This effort
will be focused on the use of softwood forest salvage feedstock in a thermochemical conversion process to produce fuels
and coproducts.

The facility siting tools discussed in Task 5, GSP and MASTRS, have been implemented on the BANR supply chain and Port
of Seattle project. The most recent model runs included feedstock and markets in a 11-state region that includes the West
Coast and intermountain regions. Feedstocks include forest residue from logging operations and mill residues from
lumber production. A future expansion will also include beetle-killed timber. The model run results generated by MASTRS
will help determine the relationship between facility location, fuel MSP, and conversion facility revenue.

The Port of Seattle project required a detailed feedstock survey for forest residuals, municipal solid waste (MSW), and lipids.
Forest residuals were quantified using the LURA model for OR, WA, ID, and MT. Regional landfills were identified, located,
scales determined, and remaining lifetime assessed to determine the most viable biorefinery location. The composition of
MSW in the region was determined, as was a method and the related costs to sort the material to match the SAF conversion
pathway. Lipids were separated into two major categories: waste fats, oils, and greases (FOGs) and vegetable oil. Each
feedstock was quantified and then paired with a compatible SAF conversion pathway to determine SAF MSP using ASCENT-
developed TEAs.



Milestones

We are progressing on the use of supply chain and stand-alone design cases to support the USDA BANR project in TEA and
supply chain analysis. Additionally, we have supported the BANR team in creating TEAs for the technologies under
consideration.

The Port of Seattle analysis and report have been completed, submitted, and presented.

Major Accomplishments

We have collaborated with the USDA BANR project and attended their annual meeting to coordinate analysis. We currently
await their completion of dead wood estimates to complete the supply chain analysis. Moreover, analyses with previous
forest residue data have been successfully modeled.

The Port of Seattle feedstock and SAF assessment was completed, presented to the Port of Seattle, and released to the
public.

Publications

Public Reports

Potential Northwest Regional Feedstock and Production of Sustainable Aviation Fuel: 2019 Report form the Port of Seattle
and Washington State University. Prepared February 2020. https://www.portseattle.org/sites/default/files/2020-
08/PofSeattleWSU2019updated_appendix.pdf

Outreach Efforts

Wolcott, M., Holladay, J. Supply chains for sustainable aviation fuels: Why, What, Who? CleanTech Alliance Breakfast. 11
December 2019. Seattle, WA.

Wolcott, M., Brandt, K., Camenzind, D. Potential Northwest Regional Feedstock and Production of Sustainable Aviation Fuel.
Energy and Sustainability Committee - WSU Briefing. 12 February 2020. Seattle, WA.

Wolcott, M., Brandt, K., Camenzind, D., Meyn, S.Potential Northwest Regional Feedstock and Production of Sustainable
Aviation Fuel: Port of Seattle. ASCENT Spring Meeting. 31 March 2020.

Wolcott, M.P., K. Brandt, and D. Camenzind. Potential Northwest Regional Feedstock and Production of Sustainable Aviation
Fuel: Port of Seattle. Washington State Aviation Biofuels Work Group. Virtual Meeting held on June 3, 2020.

Wolcott, M. Potential Northwest Regional Feedstock and Production of Sustainable Aviation Fuel: Port of Seattle.
Washington Clean Fuel Forum: 2021 Industry and Policy Forecast. 22 October 2020.

Awards
None

Student Involvement

Dane Camenzind, MS Environmental Engineering, Washington State University, graduated in September 2019 and is
currently employed by WSU as an operations research engineer.

Lina Martinez, PhD candidate, Biosystems Engineering, Washington State University

Plans for Next Period
Analysis of the BANR region is underway and will be completed in 2021.

The Port of Seattle report will be adapted for peer-reviewed publication.
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University Participants

University of Hawaii
e Pl: Scott Q. Turn, Researcher
e FAA Award Number: 13-C-AJFE-UH, Amendment 005
e Period of Performance: October 1, 2015 to August 4, 2021
e Task):
1. Informing regional supply chains.
2. ldentification of supply chain barriers in the Hawaiian Islands.
University of Hawaii
e Pl: Scott Q. Turn, Researcher
e FAA Award Number: 13-C-AJFE-UH, Amendment 007
e Period of Performance: October 1, 2016 to August 4, 2021
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1. Informing regional supply chains.
2. Support of Indonesian alternative jet fuel supply initiatives.
University of Hawaii
e Pl: Scott Q. Turn, Researcher
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e  Period of Performance: August 1, 2017 to August 4, 2021
e Tasks:
1. National lipid supply availability analysis.
2. Hawaii regional project.
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e Pl Scott Q. Turn, Researcher
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e Period of Performance: May 31, 2019 to August 4, 2021
e Task:
1. Hawaii regional project.
University of Hawaii
e Pl Scott Q. Turn, Researcher
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e Period of Performance: June 5, 2020 to August 4, 2021
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Project Funding Level
Under FAA Award Number 13-C-AJFE-UH, Amendment 005, the Alternative Jet Fuel Supply Chain Analysis-Tropical Region
Analysis project received $75,000 in funding from the FAA and cost share funding of $75,000 from the State of Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 007, the Alternative Jet Fuel Supply Chain Analysis-Tropical Region
Analysis project received $100,000 in funding from the FAA and cost share funding of $75,000 from the State of Hawaii
and $25,000 of in-kind cost match in the form of salary support for Scott Turn from the University of Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 008, the Alternative Jet Fuel Supply Chain Analysis-Tropical Region
Analysis project received $125,000 in funding from the FAA and cost share funding of $125,000 from the State of Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 011, the Alternative Jet Fuel Supply Chain Analysis-Tropical Region
Analysis project received $200,000 in funding from the FAA and cost share funding of $200,000 from the State of Hawaii.

Under FAA Award Number 13-C-AJFE-UH, Amendment 013, the Alternative Jet Fuel Supply Chain Analysis-Tropical Region
Analysis project received $200,000 in funding from the FAA and cost share funding of $200,000 from the State of Hawaii.

Investigation Team
Lead
Scott Turn, University of Hawaii, Pl

Other Lead Personnel

Tim Rials, Professor, and Burt English, Professor (University of Tennessee Co-Pls)

Manuel Garcia-Perez, Professor (Washington State University (WSU) Co-PI)

Kristin Lewis, Principal technical advisor (Volpe National Transportation Systems Center PI)
Michael Wolcott, Professor (WSU PI)

Lara Fowler, Professor (The Pennsylvania State University, PI)

UH Investigation Team

Under FAA Award Number 13-C-AJFE-UH, Amendment 005, Task 1 and Task 2 include

Dr. Scott Turn, researcher, Hawaii Natural Energy Institute, University of Hawaii (UH)

Dr. Trevor Morgan, assistant researcher, Hawaii Natural Energy Institute, UH

Dr. Richard Ogoshi, assistant researcher, Department of Tropical Plant and Soil Sciences, UH
Dr. Adel H. Youkhana, junior researcher, Department of Tropical Plant and Soil Sciences, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 007, Task 1 and Task 2 include

Dr. Scott Turn, researcher, Hawaii Natural Energy Institute, UH

Dr. Trevor Morgan, assistant researcher, Hawaii Natural Energy Institute, UH

Dr. Richard Ogoshi, assistant researcher, Department of Tropical Plant and Soil Sciences, UH
Dr. Adel H. Youkhana, junior researcher, Department of Tropical Plant and Soil Sciences, UH
Dr. Curtis Daehler, professor, Department of Botany, UH

Ms. Sharon Chan, junior researcher, Hawaii Natural Energy Institute, UH

Mr. Gabriel Allen, undergraduate student, Biochemistry Department, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 008, Task 1 and Task 2 include
Dr. Scott Turn, researcher, Hawaii Natural Energy Institute, UH

Dr. Trevor Morgan, assistant researcher, Hawaii Natural Energy Institute, UH

Dr. Jinxia Fu, assistant researcher, Hawaii Natural Energy Institute, UH

Dr. Quang Vu Bach, postdoctoral fellow, Hawaii Natural Energy Institute, UH

Ms. Sabrina Summers, undergraduate student, Bioengineering Department, UH

Ms. Sarah Weber, undergraduate student, Molecular Biosciences and Biotechnology, UH
Mr. Taha Elwir, undergraduate student, Chemistry Department, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 011, Task 1 includes
Dr. Scott Turn, researcher, Hawaii Natural Energy Institute, UH



Dr. Quang Vu Bach, postdoctoral fellow, Hawaii Natural Energy Institute, UH

Under FAA Award Number 13-C-AJFE-UH, Amendment 013, Task 1 includes
Dr. Scott Turn, researcher, Hawaii Natural Energy Institute, UH
Ms. Sharon Chan, Hawaii Natural Energy Institute, UH

Project Overview

Under FAA Award Number 13-C-AJFE-UH, Amendment 005, the research effort has two objectives. The first objective is to
develop information on regional supply chains for use in creating scenarios of future alternative jet fuel (AJF) production in
tropical regions. Outputs from this project may be used as inputs to regional supply chain analyses being developed by the
FAA and Volpe Center. The second objective is to identify the key barriers in regional supply chains that must be overcome
to produce significant quantities of AJF in the Hawaiian Islands and similar tropical regions.

The FAA Award Number 13-C-AJFE-UH, Amendment 005 project goals are to:
e Review and summarize
o the available literature on biomass feedstocks for the tropics,
o the available literature on pretreatment and conversion technologies for tropical biomass
feedstocks, and
o the available literature on geographic information systems (GIS) datasets available for assessment of
AJF production systems in the tropics.
e Identify AJF supply chain barriers in the Hawaiian Islands.

Under FAA Award Number 13-C-AJFE-UH, Amendment 007, the research effort has two objectives. The first objective is to
develop information on regional supply chains for use in creating scenarios of future AJF production in tropical regions.
Outputs from this project may be used as inputs to regional supply chain analyses being developed by the FAA and Volpe
Center. Included in this objective is the development of fundamental property data for tropical biomass resources to support
supply chain analysis. The second objective is to support the memorandum of understanding between the FAA and
Indonesian Directorate General of Civil Aviation (DGCA) to promote development and use of sustainable, alternative aviation
fuels.

The FAA Award Number 13-C-AJFE-UH, Amendment 007 project goals are to:

e Support the Volpe Center and Commercial Aviation Alternative Fuels Initiative (CAAFI) Farm to Fly 2.0
supply chain analysis.

e Use GIS-based estimates of fiber crop production potential to develop preliminary technical production
estimates of jet fuel in Hawaii.

e Develop fundamental property data for tropical biomass resources.

e Transmit data and analysis results to other ASCENT Project 1 researchers to support improvement of
existing tools and best practices.

e Support Indonesian AJF supply initiatives.

Under FAA Award Number 13-C-AJFE-UH, Amendment 008, the research effort has two objectives. The first objective is to
support a national lipid supply availability analysis that will inform industry development and guide policy. The second
objective is to conduct a targeted supply chain analysis for AJF production facility based on the Hawaii regional project.

The FAA Award Number 13-C-AJFE-UH, Amendment 008 project goals are to:
e Support ASCENT partners conducting the national lipid supply availability analysis by contributing
information on tropical oilseed availability.
e Evaluate supply chains for targeted waste streams and purpose-grown crops in Hawaii to a location in the
principal industrial park on the island of Oahu.

Under FAA Award Number 13-C-AJFE-UH, Amendment 011, the main objective of the research effort is to conduct bench-
scale testing of tropical feedstocks for use in targeted supply chain analysis for AJF production facility based on the Hawaii
regional project initiated under Amendment 008.



The FAA Award Number 13-C-AJFE-UH, Amendment 011 project goals are to:
e Survey bench-scale systems available for relevant sustainable aviation fuel (SAF) conversion technology
options.
e Down select from the available bench-scale systems to no more than two systems capable of conducting
feedstock testing and quantify product yields and contaminant concentrations.
e Conduct bench-scale feedstock tests and quantify product yields and quality and contaminant
concentrations.

The FAA Award Number 13-C-AJFE-UH, Amendment 013 project goals are to:
e Conduct tropical oil to AJF supply chain analysis.
e Develop management strategies for elements present in construction and demolition waste that impact
use in thermochemical conversion based AJF production pathways

Task 0.1 - Informing Regional Supply Chains

University of Hawaii

Objectives

This Task included two activities: (1) a review of the archival literature on existing tropical crops and potential new crops
that could provide feedstocks for AJF production, and (2) a review of relevant pretreatment and conversion technology
options and experience with feedstocks identified in (1).

Research Approach

Activity 1: The archival literature will be reviewed to construct an updated database of relevant citations for tropical crops;
new potential energy crops will be identified and added to the database. Available information on agronomic practices, crop
rotations, and harvest techniques will be included. The database will be shared with and serve as a resource for the ASCENT
Project 1 team and Volpe Center analyses of regional supply chains.

Activity 2: A database of relevant pretreatment and conversion technology options and experience with potential tropical
feedstock materials will be assembled from the archival literature and from existing Project 1 team shared resources. Of
particular interest are inventories of material and energy flows associated with the pretreatment and conversion unit
operations fundamental to the design of sustainable systems and the underlying analysis. Pairings of pretreatment and
conversion technology options provide the starting point for evaluation of tropical biorefineries that can be integrated into
ASCENT Project 1 team and Volpe Center activities.

Milestones

Task 1, Activity 1: Identify target list of databases to search for relevant literature.
Task 1, Activity 1: Interim report summarizing progress on literature search.
Task 1, Activity 2: Identify target list of databases to search for relevant literature.
Task 1, Activity 2: Interim report summarizing progress on literature search.

Major Accomplishments
This work is completed. A report was produced for each of the two activities, and the two reports were combined to form a
manuscript published in the journal Energy & Fuels.

Publications

Peer-reviewed journal publication

Morgan, T.M., Youkhana, A., Ogoshi, R., Turn, S., & Garcia-Perez, M. (2019). Review of biomass resources and conversion
technologies for alternative jet fuel production in Hawai’i and tropical regions. Energy & Fuels, 2699-2762.

Outreach Efforts
On February 21, 2018, the PI participated in a ThinkTech Hawaii broadcast focused on AJFs with collaborators from WSU
and CAAFI (https://www.youtube.com/watch?v=Ci4oWITPRKQ&feature=youtu.be).




Awards
None

Student Involvement
None

Plans for Next Period
N/A

Task 0.2 - Identification of Supply Chain Barriers in the Hawaiian Islands
University of Hawaii

Objective
Identify the key barriers in regional supply chains that must be overcome to produce significant quantities of AJF in the
Hawaiian Islands and similar tropical regions.

Research Approach

UH developed the Hawaii Bioenergy Master Plan for the State of Hawaii
(https://www.hnei.hawaii.edu/sites/www.hnei.hawaii.edu/files/Hawaii%20Bioenergy%20Master%20Plan.pdf), which was
completed in 2009. In that plan, UH was tasked with determining whether Hawaii had the capability to produce 20% of land
transportation fuels and 20% of electricity from bio-based resources. To this end, the plan included assessments of (1) land
and water resources that could support biomass feedstock production, (2) potential biomass resources and their
availabilities, (3) technology requirements, (4) infrastructure requirements to support logistics, (5) economic impacts, (6)
environmental impacts, (7) availability of human capital, (8) permitting requirements, and (9) limitations to developing
complete value chains for biomass-based energy systems. In keeping with the stakeholder-driven development of the Hawaii
Bioenergy Master Plan, barriers to development of regional supply chains for ASCENT will be identified by interacting with
key stakeholder groups. Green Initiative for Fuels Transition Pacific (GIFTPAC) meetings are held quarterly and attended by
biofuel development interests in Hawaii, including representatives of large landowners, producers of first-generation
biofuels, petroleum refiners, electric utilities, the State Energy Office, U.S. Pacific Command, biofuel entrepreneurs, county
government officials, and UH. Additional stakeholders are invited as necessary to fill information and value chain gaps. These
meetings are excellent opportunities to receive stakeholder input, identify barriers to supply chain development, and
organize data collection efforts that span supply chain participants.

Milestones

Task 2: Introduce activities at next regularly scheduled GIFTPAC meeting after contract executed.

Task 2: Prepare interim report outlining two tropical supply chain scenarios developed in consultation with Project 1 team
and with input from GIFTPAC participants.

Major Accomplishments
This Task is completed. A stakeholder meeting was held and documented in a report submitted to the FAA. The stakeholders
identified barriers to AJF production in Hawaii and ranked the barriers in order of importance as indicated below:
e Economic constraints (e.g., high costs of entry for production factors such as land) throughout the whole
production chain.
Issues associated with access to capital, including high initial risks and uncertain return on investment.
e Insufficient government support in the form of incentives and favorable policies to encourage long-term
private investment.
Cost, availability, and competition for water.
e AJF production technologies (emerging but have not yet demonstrated full commercial viability).
e Insufficient or inadequate infrastructure (e.g., harbors, roads, fuel distribution infrastructure, irrigation
systems) to support the whole production chain.

Several of the barriers are held in common with other locations in the continental U.S. but those related to water and
infrastructure are unique characteristics of an island state.



Publications
N/A

Outreach Efforts

This activity engaged stakeholders to identify barriers to AJF production in Hawaii. Preparation included reviewing
stakeholder lists from previous activities. Facilitators appropriate to the stakeholder group were retained. The stakeholder
meeting included a presentation about the scope and goals of the larger ASCENT program and other aspects of the UH
ASCENT project.

Awards
None

Student Involvement
None

Plans for Next Period
This Task is complete, but stakeholder outreach activities will continue under other tasks outlined below.

Task 0.3 - Informing Regional Supply Chains

University of Hawaii

Objectives
Building on FY16 activities, additional supporting analysis will be conducted for proposed supply chains in Hawaii,
including:
0.3.1 Support Volpe Center and CAAFI Farm to Fly 2.0 supply chain analysis.
0.3.2 Use GIS-based estimates of fiber crop production potential to develop preliminary technical production estimates
of jet fuel in Hawaii.
.3 Develop fundamental property data for tropical biomass resources.
.4 Transmit data and analysis results to support improvement of existing tools (e.g., POLYSYS;
https://bioenergykdf.net/content/polysys).

w w
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Research Approach

Activity 0.3.2 has been conducted using GIS data to identify areas suitable for purpose-grown crop production of feedstocks
for AJF production in Hawaii. The approach has been to use GIS layers for land capability class (LCC), slope, and zoning as
preliminary screens for suitability. Lands are classified by the Natural Resources Conservation Service (NRCS) with ratings
from 1 to 6. LCCs from 1 to 3 are generally suitable for agricultural production; LCC of 4 can be productive with proper
management; and LCCs of 5 or 6 can support less intensive production and could be suitable for forestry. The slopes of
terrains affect aspects of production, including mechanization and erodibility. An elevation GIS layer was used to derive a
slope layer. Zoning layers were acquired from state and county GIS offices. Only agricultural zoning was deemed suitable for
this analysis.

The EcoCrop model was used to develop yield models for the crops selected in Task 0.1 based on the annual rainfall and
mean minimum monthly temperature data. EcoCrop includes model parameters on sugarcane, bana grass, five species of
eucalyptus, gliricidia, leucaena, pongamia, jatropha, and sorghum. The parameters for sugarcane have been used to provide
a base case assessment for comparison with historical sugarcane acreage and yield. Using sensitivity analysis, the model can
be tuned to account for the differences between parameters developed from global sugar production and a century of
production experience in Hawaii that was refined through plant breeding to adapt sugarcane varieties to a wide variety of
agro-ecosystems. Analysis has purposely avoided land use conflict with food production by limiting suitability to areas
capable of sustaining AFJ feedstocks under rain fed conditions. Areas suitable for AJF production that do not conflict with
current agricultural land use (i.e., fallow land) have also been identified.

Pongamia (Millettia pinnata) was the initial focus of Activity 0.3.3. Pongamia is an oilseed-bearing, leguminous tree that
has production potential in Hawaii and Florida. The tree produces pods containing oil-bearing seeds. Pods, oilseed cake,



and oil were evaluated from a number of trees growing on the island of Oahu. Fundamental measurements of chemical
composition will be conducted and reported. Torrefaction of pods as a coproduct to oil production has been conducted.
Investigation of pretreatment methods to improve pod feedstock properties for thermochemical conversion applications
are currently underway.

Milestones
e Identify target opportunities to augment POLYSYS, Alternative Fuel Transportation Optimization Tool (AFTOT;
https://trid.trb.org/view/1376122), and conversion modules.
Review previously developed GIS information layers for tropical fiber crops and identify updating requirements.
Conduct preliminary estimates of AJF technical potential in Hawaii based on previously developed GIS information
layers.

Major Accomplishments

The GIS-based analysis of AJF production potential is ongoing. The assessment of potential lands meeting requirements for
LCC, slope, and land-use zoning is complete. The EcoCrop model is being implemented to predict yield as a function of
minimum mean monthly temperature and annual rainfall. This will allow prescription of potential AJF feedstock crops on
land areas capable of supporting their production under both rain-fed and irrigated conditions. This analysis will provide
information necessary in determining cropping patterns and assessing transport costs to processing facility locations. The
EcoCrop model’s prediction of sugarcane potential was determined and the results were compared with historic sugarcane
acreage, both rain-fed and irrigated. EcoCrop’s upper and lower values for temperature and rainfall that support optimal
sugarcane production were varied to calibrate the prediction against historic acreage. The difference between the EcoCrop
values and those representative of Hawaii conditions can be attributed to improvements due to plant breeding and unique
combinations of environmental conditions. An example of the latter is the relatively young volcanic soils present in high-
rainfall areas on the island of Hawaii that allow for high drainage rates and accommodate sugar production.

Calibration of the EcoCrop model using historic sugarcane planted acreages was completed in 2018. This effort used a
confusion matrix approach to validation (resulting in a kappa value >0.4) and demonstrated that mean annual temperature
was a better indicator of environmental capability than the minimum mean monthly temperature recommended by the
EcoCrop developers. This effort highlights the need to adapt models to local conditions. Model predictions for suitable
cropping are being compared with current land uses to provide another indicator of agreement.

The GIS analysis of SAF feedstock production potential has been completed to include statewide working maps for each of
the species summarized in a draft report currently undergoing internal review. This report will serve as the basis for a
publication targeted for the upcoming, ASCENT-organized, special issue of Frontiers in Energy Research.

Dr. Curtis Daehler (University of Hawaii, Department of Botany) completed a report assessing the invasiveness of pongamia.
Retrospective analyses show that predictive weed risk assessment systems correctly identify many major pest plants, but
such predictions are not 100% accurate. The purpose of this study was to make field observations of pongamia planted
around Oahu to look for direct evidence that pongamia is escaping from plantings and becoming an invasive weed. Seven
field sites were visited in varying environments across Oahu. Although some pongamia seedlings were found in the vicinity
of some pongamia plantings, particularly in wetter, partly shaded environments, almost all observed seedlings were
restricted to areas directly beneath the canopy of mother trees. This finding suggests a lack of effective seed dispersal away
from pongamia plantings. Based on its current behavior in the field, pongamia is not invasive or established outside of
cultivation on Oahu. Because of its limited seed dispersal and low rates of seedling establishment beyond the canopy, the
risk of pongamia becoming invasive can be mitigated through monitoring and targeted control of any rare escapes in the
vicinity of plantings. Seeds and seed pods are water dispersed, so future risks of pongamia escape and unwanted spread
would be minimized by avoiding planting at sites near flowing water, near areas exposed to tides, or on or near steep slopes.
Vegetative spread by root suckers was not observed around plantings on Oahu but, based on reports from elsewhere,
monitoring for vegetative spread around plantations is recommended; unwanted vegetative spread might become a concern
in the future that could be addressed with localized mechanical or chemical control.

Pods, oilseed cake, and oil were evaluated from a number of trees growing on the island of Oahu. TerViva, a company
pursuing pongamia commercialization, has provided material from orchards on Oahu. Fundamental measurements of
chemical composition were made for seeds, pods, extracted oil, and post-extraction seed material. Measured values included
C, H, N, and S elemental composition; energy content; volatile matter, fixed carbon and ash content; and trace element



composition. Oils were characterized for peroxide value, iodine value, fatty acid profile, free fatty acid content, flash point,
density, viscosity, and phase transition temperatures. Chemical composition and fuel properties of the oilseed cake and the
pod material have been characterized. A manuscript summarizing the results of this effort was submitted to the journal
Industrial Crops and Products.

Coproduct evaluation of pongamia pods feedstock for thermochemical conversion has been conducted. Evaluation included
both untreated pods and those pretreated by a torrefaction process to improve their properties. Torrefaction produces a
material that has better grindability, reduced oxygen content, improved storage stability, and reduced microbial availability.
The effects of process conditions on feedstock properties relevant to thermochemical conversion technologies, proximate
and ultimate composition, heating value, and Hardgrove grindability index (HGI), were measured. The chemical structure,
reactivity, and changes in elemental composition of the torrefied materials were also investigated. A manuscript summarizing
the results of this effort was submitted to the journal Fuel.

Publications

Written report

Chan, S., Ogoshi, R. & Turn, S. Feedstocks for sustainable jet fuel production: An assessment of land suitability in Hawaii.
Draft report. 82 pp.

Peer reviewed publication
Fu, F., Summers, S., Morgan, T.J., Turn, S.Q., & Kusch, W. 2020. Fuel properties of Millettia pinnata seeds and pods grown
in Hawaii. Industrial Crops and Products. In review.

Fu, J., Summers, S., Turn, S.Q., & Kusch, W. 2020. Upgraded pongamia pod via torrefaction for the production of
bioenergy. Fuel. In review.

Outreach Efforts
Outreach in this Task has focused on interactions with TerViva, a startup company that has identified pongamia
germplasm production and marketing as the central focus of their business plan.

A poster entitled “Feedstocks for Sustainable Jet Fuel Production: An Assessment of Land Suitability in Hawaii” was
presented at the European Biomass Conference and Exhibition held virtually July 6-9, 2020.

“Upgraded Milletia Pinnata Pod via Torrefaction for the Production of Bioenergy in Hawaii” was orally presented at the 2020
Thermal & Catalytic Sciences Virtual Symposium.

Information from this Task was included in the, “Regional Supply Chain Analysis for Alternative Jet Fuel Production in the
Tropics,” presentation at the Hawaii Aviation and Climate Action Summit, December 3, 2019, at the Hawaii State Capitol.

Awards

The poster entitled, “Feedstocks for Sustainable Jet Fuel Production: An Assessment of Land Suitability in Hawaii” presented
at the European Biomass Conference and Exhibition held virtually July 6-9, 2020, received the Best Visual Presentation
Award.

Student Involvement

Three undergraduate students are involved in the project, with primary responsibility for processing and analyzing samples
of biomass materials selected for evaluation as potential AJF feedstocks. The pongamia torrefaction work was the focus of
an Undergraduate Research Opportunity Program project for Sabrina Summers, a bioengineering and chemistry double
major. The results of her work were presented at the fall 2019 American Chemical Society meeting in San Diego, California.

Plans for Next Period
The report summarizing the analysis of the GIS analysis of SAF feedstock production potential will be completed and
submitted as a manuscript for the upcoming, ASCENT-organized, special issue of Frontiers in Energy Research.




Statewide working maps for each of the feedstock species will be used as the basis for ongoing discussions with targeted
stakeholder groups including landowners and NRCS staff. Funding for planting and evaluating the more promising feedstock
plants on UH experiment station land will be pursued in collaboration with stakeholders, e.g., TerViva.

The current manuscript submitted to Industrial Crops and Products summarizing fuel properties of pongamia seed, pod,
and oilseeds will be finalized and published.

The current manuscript submitted to Fuel summarizing torrefaction pretreatment of pongamia pods will be finalized and
published.

Analysis of coproduct development based on pongamia oilseeds and husks will be continued.

Task 0.4 - Support of Indonesian Alternative Jet Fuel Supply Initiatives
University of Hawaii

Objective

This Task supports the memorandum of understanding between the FAA and the Indonesian DGCA to promote development
and use of sustainable, alternative aviation fuels. Under the coordination of the FAA, efforts to establish points of contact
and coordinate with Indonesian counterparts are ongoing.

Research Approach

This Task will support the memorandum of understanding between the FAA and Indonesian DGCA to promote development
and use of sustainable, alternative aviation fuels. This will begin with working with the FAA to establish points of contact to
coordinate efforts with Indonesian counterparts. The Indonesian Aviation Biofuels and Renewable Energy Task Force (ABRETF)
membership includes Universitas Indonesia, Institut Teknologi Bandung, and Universitas Padjadjaran. A prioritized list of
tasks will be developed in consultation with Indonesian counterparts and data required to inform sustainability and supply
analyses and potential sources of information will be identified. This could include data collection on Indonesian jet fuel use
and resources for AJF production, airport locations, and annual and monthly jet fuel consumption patterns. Characterization
of sustainable biomass resources with potential for use in producing AJF supplies could include developing preliminary GIS
mapping information of their locations and distributions and preliminary estimates of their technical potentials.

Milestones
e Identify points of contact at Indonesian universities participating in ABRETF.
e Identify research needs and develop project plan.
e Develop data on potential project.

Major Accomplishments
The PI traveled to Jakarta in the first week of August 2017 and met with the following individuals:
e Cesar Velarde Catolfi-Salvoni (International Civil Aviation Organization)
e Dr. Wendy Aritenang (International Civil Aviation Organization)
e Dr. Ridwan Rachmat (head of Research Collaboration, Indonesian Agency for Agricultural Research and
Development)
e Sylvia Ayu Bethari (head of Aviation Fuel Physical & Chemical Laboratory, Research and Development Centre for Qil
and Gas Technology)
Dr. Ina Winarni (Forest Product Research and Development Center, Ministry of Environment and Forestry)
Dr. SD Sumbogo Murti (Center of Technology Energy Resources and Chemical Industry, Agency for the Assessment
and Application of Technology)

The activities of the tropical supply chain analysis effort were presented to the group, followed by a general discussion. The
conclusion from this introductory meeting was that the Indonesian counterparts would seek agreement on how to move
forward with future cooperation.

The Pl traveled to Jakarta and met with Dr. Wendy Aritenang of the International Civilian Aviation Organization Jakarta office.
The same trip included meetings with renewable energy researchers at Universitas Indonesia. Following the meeting, Dr.



Aritenang suggested points of contact for future engagement: Frisda Panjaitan from the Palm Qil Research Institute and three
researchers from the Bandung Institute of Technology: Tatang Soerawidjaja, Tirto Prakoso Brodjonegoro, and Imam
Reksowardojo.

A source of funds external to ASCENT has been identified to hold a post-pandemic workshop on alternative jet fuel production
in Indonesia. Scott Turn requested and received encouragement from FAA ASCENT program management. FAA will provide
guidance on personnel, participation, and workshop content when planning begins in earnest.

Publications
N/A

Outreach Efforts
Outreach efforts by the Pl are described in the Major Accomplishments section above.

Awards
None

Student Involvement
None

Plans for Next Period

The PI will continue to develop the cooperative research agenda between UH and Indonesian universities through continued
dialog with FAA, the International Civil Aviation Organization, and the Indonesian DGCA. Travel to Southeast Asia for other
projects is anticipated in 2021 and meetings with the researchers at Indonesian institutions (delayed by pandemic in 2020)
suggested by Dr. Aritenang will be pursued. Planning for a workshop on AJF will move forward as the situation returns to
normal.

Task 2.2 - National Lipid Supply Availability Analysis

University of Hawaii

Objective
Activities under this Task will support ASCENT partners working on a national lipid supply availability analysis by sharing
data on tropical oilseed availability developed under previous years’ activities.

Research Approach

Activities under this Task will support ASCENT partners working on a national lipid supply availability analysis by sharing
data on tropical oilseed availability developed under previous years’ activities. This support will include estimates of
pongamia production capability in the state, in addition to assessments of waste cooking oil and tallow.

Milestones
Milestones will coincide with the schedule of the lead institution (WSU) for the national lipid supply analysis.

Major Accomplishments

Additional seeds and pods were collected from the pongamia tree on the UH campus, Foster Botanical Garden, and the Ke‘ehi
Lagoon Beach Park. Large quantities (tens of kilograms) of material were acquired from TerViva's plantings on Oahu’s north
shore for use in oil evaluation. Two oilseed presses were acquired and safety documents were developed. Pods, oilseed cake,
and oil were evaluated from a number of trees growing on the island of Oahu. Fundamental measurements of chemical
composition were made for seeds, pods, extracted oil, and post-extraction seed material. Measured values included C, H, N,
and S elemental composition; energy content; volatile matter, fixed carbon, and ash contents; and trace element composition.
Oils were characterized for peroxide value, iodine value, fatty acid profile, free fatty acid content, flash point, density,
viscosity, and phase transition temperatures. Development of coproducts from the pods and oilseed cake will be explored.




The assessment of areas in Hawaii with agricultural zoning that are suitable for rainfed production of pongamia have been
identified. Conflicts with current agricultural land use have been identified.

Waste oil resources in Hawaii are estimated to be on the order of two to three million gallons per year based on defacto
population and are directed to biodiesel production.

Publications
N/A

Outreach Efforts
Data were presented at the April 2019 ASCENT review meeting in Atlanta, Georgia.

Awards
None

Student Involvement
Three undergraduate students—Sabrina Summers, Sarah Weber, and Taha Elwir—are involved in the project, with primary
responsibility for processing and analyzing samples of biomass materials selected for evaluation as potential AJF feedstocks.

Plans for Next Period
Characteristics and suitable production areas for additional oilseed crops in Hawaii will be assessed as needed. Information
will be provided to the lead institution (WSU).

Task 3.2 - Hawaii Regional Project
University of Hawaii

Objectives

A supply chain based on fiber feedstocks transported to a conversion facility located at Campbell Industrial Park (CIP) on
Oahu will be evaluated (Figure 1). CIP is the current site of two oil refineries. Construction and demolition (C&D) wood waste
from the PVT Land Company's landfill could be the primary source of feedstock. Other sources will be evaluated from
elsewhere on Oahu and from outer islands, including municipal solid waste (MSW) stream from outer islands and mining of
current stocks of waste-in-place. Waste streams and purpose-grown crops form the basis for a hub-and-spoke supply system
with the hub located on Oahu. Pipelines for jet fuel transport are in place from CIP to Daniel K. Inouye International Airport
and adjacent Joint Base Pearl Harbor/Hickam. Other coproduct off-takers for alternative diesel fuel include Hawaiian Electric
Co. and several military bases, including Schofield Barracks (~50 MW alternative fuel-capable power plant under development)
and Kaneohe Marine Corp Base. Hawaii Gas (a local gas utility) is also seeking alternative sources of methane if methane or
feedstock suitable for methane production is available as a coproduct. Hawaii Gas currently off-takes feedstock (naphtha)
from refinery.



Possible Locations
of Value
Chain Participants e Co G

PVT Land 3] Kailua
Company LTD. Pearl Ciy P KaneoheKailu:

@

PVT Land Company

& / o Keaiwa
& s Heiau State

oY PVT Land : Waimalu S
Company LTD. % Pea_rL City Recreation
cO Akupu 750) ﬁ A LH1] Area
.-{«‘*\Q . Ai
© Reynolds Recycling o Pearlridge Center © o
Nanakuli Village... ©Don's Truck Rental
Halawa
Rearl _Har_bor@
% D) Joint Base Pearl i
P Harbor-Hickam
i 3 P 4 -~
adise Cove Luau® Honokai Hale Ewa Villages (764 . Har?ﬁcr.xw FIELD Honolulu K"V‘"&
Wetn'Wild Hawaii @ @ kapolei Public Libra Veolia Water International
ke %0 North America Airport
BRpers Point @e) >
ousing N
D) Ewa Beach
Kalaeloa
alizei : Honolulu
Kalaeloa Airport Meimay, .
. ey Int. Airport
Campbell Industrial Park Map data ©2017 Google

Figure 1. Possible locations of value chain participants for fiber-based alternative jet fuel production facility located at
Campbell Industrial Park, Oahu.

Research Approach
Task 3.2.G1. Analysis of feedstock-conversion pathway efficiency, product slate (including coproducts), maturation
Building on activities from previous years, additional supporting analysis will be conducted for proposed supply chains in
Hawaii, as follows:
3.2.G1.1 Assess feedstock suitability for conversion processes (e.g., characterization, conversion efficiencies,
contaminants). [UH and WSU (Manuel Garcia-Perez)]
3.2.G1.2 Acquire data on feedstock size reduction, particle size of materials, bulk densities. [UH, WSU (Manuel Garcia-
Perez)]
3.2.G1.3 Evaluate coproducts at every step of the supply chain. [ASCENT Project 1 team]

Task 3.2.G2. Scoping of techno-economic analysis (TEA) issues
This Task will determine the current TEA status of targeted AJF production technologies that use fiber feedstocks as
production inputs. [UH, WSU (Manuel Garcia-Perez), Purdue University (Wally Tyner)]

Task 3.2.G3. Screening-level greenhouse gas (GHG) life-cycle assessment (LCA)
This Task will conduct screening-level GHG LCA on the proposed target supply chains and AJF conversion technologies.



Subtasks:
3.2.G3.1 Assess Massachusetts Institute of Technology (MIT) waste-based GHG LCA tools in context of Hawaii
application. [MIT (Mark Staples)]
3.2.G3.2 Assess requirements to link previously completed eucalyptus energy and GHG analysis to the edge of the
plantation with available GHG LCA information for conversion technology options. [MIT (Mark Staples), UH]
3.2.G3.3 Identify and fill information/data gaps.

Task 3.2.G4. Identification of supply chain participants/partners
Subtasks:
3.2.G4.1 Define C&D landfill case.
3.2.G4.2 Identify eucalyptus in existing plantations: landowners, leaseholder/feedstock producer, harvesting
contractor, trucking, etc. [UH]
3.2.G4.3 Define other feedstock systems as identified. [ASCENT Project 01 Team]

Task 3.2.G5. Develop appropriate stakeholder engagement plan
Subtasks:
3.2.G5.1 Review stakeholder engagement methods and plans from past work to establish baseline methods. [UH, WSU
(Season Hoard)]
3.2.G5.2 Identify and update engagement strategies based on updated Community Social Asset Modeling (CSAM)
/Outreach support tool. [UH, WSU (Season Hoard)]

Task 3.2.G6. Identify and engage stakeholders

Subtasks:
3.2.G6.1 Identify stakeholders along the value chain and create database based on value chain location. [UH]
3.2.G6.2 Conduct stakeholder meeting using instruments developed in Task 3.2.G5. [UH, WSU (Season Hoard)]
3.2.G6.3 Analyze stakeholder response and feedback to process. [UH, WSU (Season Hoard)]

Task 3.2.G7. Acquire transportation network and other regional data needed for Freight and Fuel Transportation
Optimization Tool (FTOT) and other modeling efforts
Subtasks:
3.2.G7.1 Acquire necessary data to evaluate harbor capacities and current usage. [UH, Volpe (Kristin Lewis), WSU (Mike
Wolcott)]
3.2.G7.2 Acquire data on interisland transport practices. [UH, Volpe (Kristin Lewis), WSU (Mike Wolcott)]

Task 3.2.G8. Evaluate infrastructure availability
Subtasks:
3.2.G8.1 Evaluate interisland shipping options and applicable regulation. [UH, Volpe (Kristin Lewis), WSU (Mike
Wolcott)]
3.2.G8.2 Evaluate transport or conveyance options from conversion location to end user and applicable regulation.
[UH, Volpe (Kristin Lewis), WSU (Mike Wolcott)]

Task 3.2.G9. Evaluate feedstock availability
Subtasks:
3.2.G9.1 Refine/ground truth prior evaluations of options for purpose-grown feedstock supply. [UH]
3.2.G9.2 Conduct projections of C&D waste supply moving forward and mining of waste-in-place on Oahu, MSW, and
mining of waste-in-place on other islands. [UH]

Task 3.2.G10. Develop regional proposal
This Task will use the information collected in Tasks 3.2.G1 through 3.2.G9 to develop a regional project proposal.

Milestone
One milestone is associated with each of the subtask activities identified in the Research Approach section above.

Major Accomplishments
Characteristics of the feedstock generated at the landfill have been determined and summarized in a draft publication.




Elemental compositions of the feedstock materials have been used as the basis for equilibrium analysis of gasification
systems using oxygen, steam, and steam-oxygen mixtures.

Material flows relevant to the screening level GHG analysis of construction and demolition waste as SAF feedstock have
been assembled. Preliminary discussions on GHG analysis of C&D-based SAF systems with landfill operators have been
initiated.

Solid waste management plans from all counties in Hawaii have been used to provide a broader picture of the waste stream
composition, diversion and recycling practices, and planned uses.

Publications
Bach, Q.V., Fu, J., & Turn, S.Q. Fuel Characterization of Construction and Demolition Wastes as Feedstock for
Thermochemical Gasification, draft manuscript to be submitted to Waste Management.

Outreach Efforts
Results of the fuel sampling, fuel analyses, and gasification equilibrium analyses were presented at the October 2019
Thermochemical Biomass 2019 conference, in Chicago, lllinois.

Information from this task was included in the talk, “Regional Supply Chain Analysis for Alternative Jet Fuel Production in
the Tropics,” was presented at the Hawaii Aviation and Climate Action Summit, December 3, 2019, at the Hawaii State
Capitol.

Data acquired under this task were presented to the management of PVT Land Company and their consultants from
Simonpietri Enterprises and T.R. Miles Technical Consultants Inc.

“Construction and Demolition Waste as an Alternative Energy Source: Fuel Characterization and Ash Fusion Properties” was
presented as a poster at the 2020 Thermal & Catalytic Sciences Virtual Symposium.

As suggested by FAA Management, UH worked with the Servicios y Estudios para la Navegacion Aérea y la Seguridad
Aeronautica (SENASA) to identify a counterpart university in the Canary Islands, Spain. Universidad de la Laguna (ULL) was
selected and a memorandum of understanding was signed between the UH and ULL. A non-disclosure agreement was
subsequently signed between SENASA, ULL, UH, and the Spanish company Abengoa Energia, S.A.

Discussion with the Dr. Kristin Lewis and Volpe Center staff on the addition of Hawaii transportation infrastructure to the
Freight and Fuel Transportation Optimization Tool was initiated and deferred until a clearer definition of the system
emerges.

Awards
None

Student Involvement
Three undergraduate students—Sabrina Summers, Sarah Weber, and Taha Elwir—have been involved in sample preparation
and in operating the laboratory analytical equipment used for sample analysis.

Plans for Next Period
Manuscripts covering the feedstock characteristics and prediction of gasification product streams including contaminant
concentrations will be submitted.

Work on the greenhouse gas analysis of construction and demolition waste use for AJF production will be extended from
the landfill to a point of use (to be determined) and interfaced to the system TEAs described by WSU.

Outreach to interested industries will be continued.



Task 4 - Hawaii Regional Project
University of Hawaii

Objective

This Task builds upon the results from the previous years’ work under the Hawaii regional project. The focus is the data and
analysis necessary to plan a project that uses C&D waste as feedstock for SAF production. Using previous years’ C&D
feedstock characterization data and thermochemical equilibrium analysis, the Task 4 objective is to conduct bench-scale
gasification tests and quantify the product gas yield and composition and contaminant concentrations. These results will be
compared with equilibrium prediction used to identify contaminants that must be addressed prior to end use and provide
the basis for contaminant control system design.

Research Approach

Using samples of construction and demolition wastes characterized in the earlier Tasks, bench-scale gasification tests will
be conducted to measure product yields, identify contaminants, and investigate element partitioning between product
phases.

Information gained from the tests will be used to identify opportunities to improve TEA, identify coproducts, inform supply
chain participants and stakeholders, and identify needed infrastructure improvements.

Milestones

Identify and evaluate capabilities of experimental bench-scale facilities to gasifier tests.
Specify system performance parameters to be measured.

Specify techniques to sample and analyze contaminants.

Select and engage experimental bench-scale facility for testing.

Prepare and ship feedstock from Hawaii to experimental test facility.

Conduct tests, reduce data, and prepare summary report of results.

Major Accomplishments
Preliminary listings of bench-scale facilities have been assembled and discussions for accessing them have begun.

Operational measurements to be conducted as part of bench-scale tests have been summarized to drive test plan
developments and evaluate capabilities of bench-scale units.

Publications
N/A

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period

During the next period, activities identified in the Research Approach section above will continue. The primary focus will
be to conclude the planning phase and conduct the bench-scale gasification tests. The sequence of milestones identified
above provide a roadmap of necessary subtasks.




Task 5 - Hawaii Regional Project
University of Hawaii

Objective
Task 5 includes two subtasks:
Subtask 5.1: Tropical oil to AJF supply chain analysis.
Subtask 5.2: Contaminants in gasification of construction and demolition wastes.

The goal of subtask 5.1 is to develop a model for tropical oil supply chains for alternative jet fuel and associated coproducts.
Hawaii will be used as the initial focus, but the modeling tools will be developed for wider use in island settings.

The goal of subtask 5.2 is to develop management strategies for elements present in C&D waste that impact its use as a
feedstock for thermochemical conversion.

Research Approach

Subtask 5.1: Prior ASCENT EcoCrop GIS modeling activities identified growing locations for pongamia, kamani, croton, and
jatropha, based on suitable environmental conditions, geography, and zoning. Where unavailable, primary data were also
developed for chemical and physical characteristics of these tropical oils and their coproducts (pods/shell, oil seed cake,
etc.). The project will use these earlier results as the basis for developing supply chain models for alternative jet fuel
production. Model results will identify feedstock production areas, and locations and scales of primary processing sites for
shell and pod separation, oil extraction from seeds, and oil conversion to AJF. Potential sources of hydrogen from oil seed
coproducts, other renewable resources, and fossil sources will be analyzed and included in the model. Options for points of
production, AJF production technologies (ARA, SBI, or Forge, etc.), transportation strategies, and blend ratios at airports (or
for specific end users, i.e., military) across Hawaii will affect model outcomes and will be evaluated. Options for coproducts
such as animal feeds and higher valued materials will be evaluated and incorporated into the model decision making. Criteria
used to drive the model solution might include minimizing AJF production costs while meeting a minimum total production
benchmark or minimum blending rate for annual State jet fuel consumption. Other criteria such as system resiliency to
extreme weather events and climate change, provision of environmental services, and stakeholder acceptability will also be
of importance and will be used to evaluate model solutions.

Subtask 5.2: Thermochemical gasification of biorenewable resources is the initial conversion process for two entry points to
alternative jet fuel production; (1) synthesis gas used in direct production of Fischer-Tropsch (FT) liquids and/or (2)
green/renewable hydrogen used in biorefineries for hydrotreating lipids or in existing petroleum refining activities for the
production of hybrid jet fuel. Urban wood waste from C&D activities provides a reliable source of biorenewable material and
requires a tipping fee for disposal, characteristics that enhance feedstock attractiveness. Negative aspects of C&D feedstock
are its physical and chemical inhomogeneity. In the latter case, inorganic elements present in the feedstock can negatively
impact the gasification process (e.g., corrosion of or accumulation on reactor working surfaces, bed material agglomeration,
catalyst deactivation, pollutant emissions, etc.). Using data generated from previous ACSENT Project 01 tasks, this project
will assess methods for managing contaminants in C&D feedstocks. This project will be based around gasification systems
proposed for production of syngas-FT liquids and green hydrogen. Technology options for contaminant removal or
conversion to benign forms will be assessed at each step in the conversion process, i.e., presorting at the waste generation
site, sorting/diversion at the C&D waste intake facility, removal by physical/chemical/other methods prior to gasification, in
situ reactor control methods, and gas clean up. Technology options from existing process industries and from the scientific
literature will be considered. Lab-scale testing of removal techniques will be conducted to provide preliminary assessment
of selected, promising technology options. Integrated gasification process options and contaminant control options will be
evaluated as complete systems to guide system design and allow system comparisons. Risks associated with the technology
options will also be assessed to guide implementation and risk mitigation of the system as a whole. Impacts of processing
scale (e.g., Mg waste/day) on selection of technology options will also be assessed.

Milestone
Subtask 5.1: Establish model framework for oil seed based AJF supply chain in an island setting using Hawaii scenario.

Subtask 5.2: Complete review of options to manage contaminants along the supply chain. Conduct bench scale tests to
confirm the efficacy of options



Major Accomplishments
Funding for this Task was received recently and the Task is in the planning stage.

Publications
N/A

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period
Subtask 5.1: GIS data for oilseed crop production areas and petroleum jet fuel use data at Hawaii airports will be used as the
starting points for building AJF model scenarios.

Subtask 5.2: A review of options to manage contaminants along the supply chain will be conducted. Results of the review
and contaminant measurements from the bench scale gasification tests in Task 4 will be used to target bench-scale
contaminant control tests.



Project 001(C) Alternative Jet Fuel Supply Chain Analysis

Purdue University

Project Lead Investigator
Farzad Taheripour

Research Associate Professor
Department of Agricultural Economics
Purdue University

403 West State Street

West Lafayette, IN 47907-2056
765-494-4612

tfarzad@purdue.edu

University Participants
Purdue University

Farzad Taheripour, Research Associate Professor

FAA Award Number: 13-C-AJFE-PU, Amendments 25, 29, 34, 36
Period of Performance: October 1, 2019 to September 30, 2020

Tasks:

Lead: Taheripour; supported by Chepeliev and Stevenson—Develop stochastic techno-economic models for
relevant pathways and identify key stochastic variables to be modeled for assessing risk in conversion pathways.
This work will lead to our capability to compare pathways, their expected economic cost plus the inherent
uncertainty in each pathway.

Lead: Taheripour; supported by Sajedinia, Aguiar, and Malina (Hasselt University) —Life cycle analysis (LCA) of
alternative jet fuel pathways in coordination with the International Civil Aviation Organization’s Committee on
Environmental Protection Fuels Task Group (ICAO-CAEP-FTG). Work with the CAEP/FTG life cycle assessment
group on issues such as system boundaries, induced land use change (ILUC), LCA methodology, and pathway
greenhouse gas (GHG) emissions assessment.

Lead: Taheripour; supported by Sajedinia, Aguiar, and Chepeliev—Develop estimates of land use change (LUC)
associated emissions for alternative jet fuels for the ICAO-CAEP-FTG. This task is closely related to Task 2,
Lead: Taheripour—Provide support for the other ASCENT universities on alternative jet fuel policy analysis.

PI‘OjeCt Funding Level

Amendment 3: $250,000

Amendment 6: $110,000

Amendment 10: $230,000
Amendment 15: $373,750
Amendment 19: $400,000
Amendment 29: $400,000
Amendment 36: $523,000

Current cost sharing for this project year was from Alex Menotti from Neste US, Inc.

Investigation Team

Farzad Taheripour (PI): Research Associate Professor

EhsanReza Sajedinia (PhD student Purdue University): stochastic techno-economic analysis and Global Trade
Analysis Project (GTAP) ILUC analysis.

Xin Zhao (former PhD student, Purdue University): stochastic techno-economic analysis and GTAP ILUC analysis.
(Zhao graduated and left Purdue but still voluntarily contributes to the project)



e Jeremiah Stevens (MS student, Purdue University): stochastic techno-economic analysis. (Stevens graduated in
December 2019, continued to work for the project as a consultant until August 2020, and still voluntarily
contributes to project.)

Maksym Chepeliev (PhD, Research Associate, GTAP Center): collaborates part time with the project.
Angel H. Aguiar (PhD, Research Associate, GTAP Center): collaborates part time with the project.

Project Overview

This project has five main components: First is advancement of stochastic techno-economic analysis (TEA) for aviation biofuel
pathways. Second is life cycle and production potential analysis of alternative jet fuel pathways in coordination with ICAO
CAEP-FTG. The third component also involves working with FTG, specifically on estimation of land use change (LUC)
associated emissions for alternative jet fuels. The fourth is to provide support for the policy sub-group in FTG by providing
policy guidelines to facilitate expansions in using sustainable aviation fuels. This task includes bridging existing TEA for
alternative jet fuels with partial and general equilibrium economic models to develop alternative scenarios for alternative jet
fuels in the fuels mix used by the industry. The fifth task supported “Farm to Fly 2.0” (F2F2). F2F2 was a collaboration of
government and industry to enable commercially viable, sustainable alternative jet fuel supply chains in the U. S. at state
and regional levels to support the goal of one billion gallons of alternative jet fuel production capacity and use by 2019.
Purdue University provided necessary analytical support for this effort.

Task 1 - Develop Stochastic Techno-economic Models for Relevant
Pathways and Identify Key Stochastic Variables for Assessing Risk in

Conversion Pathways
Purdue University

Objective

Develop stochastic techno-economic models for relevant pathways and identify key stochastic variables to be modeled for
assessing risk in conversion pathways. This work will lead to our capability to compare pathways, their expected economic
cost, plus the inherent uncertainty in each pathway.

Research Approach

For each fuel pathway being evaluated, we develop a stochastic model that covers the entire pathway so that it can be used
for both techno-economic and life cycle analysis. Over this period, we continued to work on alcohol-to-jet (ATJ) and the
catalytic hydrothermolysis (CH) processes. We have also developed some harmonized TEA.

Milestone(s)

We developed a new a stochastic TEA for a plant designed to use the CH technology to produce renewable diesel fuel,
renewable jet fuel, and renewable naphtha from pennycress seed oil produced in lowa and Indiana. In addition to the standard
stochastic practices, this TEA considers uncertainty in biofuel policies and highlights the existing policies that can be altered
to support production of alternative jet fuels. This research shows that with proper policies in place, producing alternative
jet fuels could be commercially viable in the near future. This research has been fully and successfully conducted. We will
continue to publish results of these case studies.

Major Accomplishments
e An Excel-based framework has been developed to conduct stochastic TEA in combination with @Risk program.
e An archive from the exiting TEAs has been created and summarized in an Excel file for future uses.

Publications
The following paper has been developed and presented:

Stevens J. and Taheripour F. (2020) “A stochastic techno-economic analysis of aviation biofuel production from pennycress
seed oil,” Selected paper presented at the 2020 Agricultural & Applied Economics Association Annual Meeting, Virtual
Meeting August 10-1, 2020.



Outreach Efforts
None

Awards
None

Student Involvement
Jeremiah Stevens, MS student, Purdue University

Plans for Next Period
We will work on the publication of the result of the TEA of producing alternative jet fuels from pennycress.

Task 2 - Life Cycle Analysis of Alternative Jet Fuel Pathways in
Coordination with ICAO-AFTF-FTG

Purdue University

Objective(s)
e Provide required data and analysis to support the low LUC risk practices adopted in CAEP.
e Provide required data and analysis to support the core LCA group with respect to ILUC for co-processing of esters
and fatty acids in petroleum refineries and other tasks as needed.

Research Approach

There are many varied assignments and pieces under this Task. We follow standard approaches to support FTG subgroups
including core LCA, Technology Production Policy (TPP), Emission Reductions Accounting (ERA), and Sustainability subgroups.
We use the GTAP-BIO model, collected data, and provided proper analyses to accomplish this Task.

Taheripour is co-chair of the FTG induced land use change (ILUC) group.
Taheripour collaborates with the LCA, TPP, ERA, and Sustainability subgroups of ICAO-CAEP-FTG.

Milestones

Taheripour participated in the following FTG meetings: FTG3 in Dubai and virtual FTG4 and FTG5. Taheripour has been
involved in many of the tasks and document preparation activities for the meetings. He responded to other subgroups
requests for help and collaboration. He leads the efforts on ILUC modeling and the ILUC-related tasks associated with other
subgroups. We developed a framework to examine regional ILUC and rank countries according to their LUC determinants.
We collected data on LUC determinants and developed some primary analysis.

Major Accomplishments

e We developed a template to collect information from the existing TEAs. Using this template and in collaboration
with ASCENT projects, we collected and reviewed the existing TEA on alternative jet fuels and summarized and
synthesized their findings, advantages, and limitations. The results of this work helped us to bridge the TEA
approach with a modeling framework that aims to develop a supply schedule for alternative jet fuels. The results
of this effort have been used by the FTG-TPP subgroup to help the ICAO-CAEP-FTG group to identify future
research on supply of sustainable aviation fuels (SAFs), see CEAP/12-FTG/03-WP/10.

e We also developed two harmonized TEAs for: hydroprocessed esters and fatty acids (HEFA) from vegetable oils and
AT]J from grain-based ethanol. These TEAs have been developed in collaboration with ASCENT projects.

e A dataset including historical observations on crop yields has been developed to support TPP subgroup
projections. This dataset covers yield trends for maize, wheat, soybean, rapeseed, oil palm crop, sugar beet, and
sugarcane for two time slices of 1961-2028 and 2000-2018. These crops are the main feedstocks for biofuel
production. Data provided by the Food and Agricultural Organiztion (FAO) data have been used to determine yields
for the 10 largest producers of each crop.




Publications
Taheripour, F., & Tyner, W. E. (2020). US biofuel production and policy: implications for land use changes in Malaysia
and Indonesia. Biotechnology for Biofuels, 13(11), 17.

Outreach Efforts
e Taheripour attended the CRC meeting and made a presentation on regional land use change values. The meeting
was in Argonne National Laboratory, Lemont, IL, October 15-17, 2019.
e Taheripour attended the ASCENT Advisory Group Meeting and made a presentation on limiting deforestation from
palm oil in Malaysia and Indonesia. The meeting was in Washington DC., October 22-23, 2019.
e Taheripour attended the virtual ASCENT Advisory Group Meetings in March 2020 and September 2020 and
presented the following posters entitled:
o Alternative Jet Fuel Supply Chain Analysis - CORSIA Fuels Support,
o Land Use in Computable General Equilibrium models - CORSIA Support.

Awards
None

Student Involvement
EhsanReza Sajedinia, PhD student Purdue University
Jeremiah Stevens, MS student, Purdue University

Plans for Next Period
We will continue to support FTG subgroups.

Task 3 - Develop Estimates of Land Use Change Associated Emissions for
Alternative Jet Fuels for the ICAO Fuels Task Group

Purdue University

Objective(s)
e Computation of induced land use change emissions of alternative jet fuels for use in Carbon Offsetting and
Reduction Scheme for International Aviation (CORSIA).
e Improvements in GTAP-BIO model and its database and making proper modification in the Agro-ecological Zone
Emission Factor (AEZ-EF) emissions model.
e Define and implement a method to determine regional ILUC values and rank countries according to their LUC
determinants.

Research Approach

We modify, update, and use the GTAP-BIO model to produce estimates of ILUC for FTG. We also collaborate with the
International Institute for Applied Systems Analysis (IIASA) and Hugo Valin to evaluate the outcomes of GTAP-BIO and
GLOBIOM models. We collect data and develop new approaches to assess issues related to ILUC emissions due to production
of alternative jet fuels.

Milestones
We added several new pathways to the GTAP-BIO model. We examined new regional ILUC values. We developed primary
analyses to rank countries according to their land use change determinants and determine global ILUC values.

Major Accomplishments

Most of the accomplishments under this Task are in the form of work progress of ICAO-CAEP-FTG. Some of the working
papers and information papers we have produced over this period are listed in this section and in the overall publication list
at the end of this report. In addition, an Excel-based model has been developed to estimate direct land use change (DLUC)
emissions values.




Publications
There have been several working papers and information papers produced for the AFTF/FTG work. In what follows, we only
presented the working and information papers presented at FTG meetings:
e CAEP/12-FTG/03-WP/07: “Progress on Modelling of ILUC values for CORSIA LCA”, Abu Dhabi, United Arab Emirates,
February 2020.
e CAEP/12-FTG/03-WP/08: “Progress of ILUC Subgroup on Low LUC Risk Practices”, Abu Dhabi, United Arab Emirates,
February 2020.
e CAEP/12-FTG/03-WP/11: “Guidance document for calculation and submission of LCA data for new pathways”, Abu
Dhabi, United Arab Emirates, February 2020.
e CAEP/12-FTG/03-IP/04: “Possible methodologies to derive regional ILUC values based on current modelling”, Abu
Dhabi, United Arab Emirates, February 2020.
e CAEP/12-FTG/03-IP/05: “Land Use Change Emission Accounting in GLOBIOM and GTAP-BIO”, Abu Dhabi, United
Arab Emirates, February 2020.
e CAEP/12-FTG/03-IP/08: “Method proposed for DLUC values”, Abu Dhabi, United Arab Emirates, February 2020.
e CAEP/12-FTG/04-WP/07: “Guidance on Direct Land Use change calculation for Sustainability Criterion 2.2”, Virtual,
June 2020.
e CAEP/12-FTG/04-WP/08: “Expanding Regional ILUC Values Coverage Based On Model Simulations”, Virtual, June
2020.
CAEP/12-FTG/04-IP/09: “Progress on ILUC values for additional SAF pathways”, Virtual, June 2020.
CAEP/12-FTG/04-IP/10: “Low LUC risk practices: scoping for case studies analysis”, Virtual, June 2020.
CAEP/12-FTG/05-WP/05: “Updated ILUC values for carinata oil HEFA”, Virtual, July 2020.
CAEP/12-FTG/05-WP/06: “Updated ILUC values for ETJ perennial grass pathways”, Virtual, July 2020.
CAEP/12-FTG/05-WP/07: “DLUC safeguard for unused land approach in LMP”, Virtual, July 2020.
CAEP/12-FTG/05-WP/08: “Revised guidance on Direct Land Use Change calculation”, Virtual, July 2020.
CAEP/12-FTG/05-IP/05: “Overview of ILUC modelling assumptions applied across pathways”, Virtual, July 2020.

In addition to the above reports we have the following papers in press or already published:

e ZhaoX. Taheripour F., Malina R. Tyner W. (2020) “Aviation biofuels: A viable and sustainable option to curb
aviation emissions,” Selected paper presented at the 2020 Agricultural & Applied Economics Association Annual
Meeting, Virtual Meeting August 10-1, 2020.

e Taheripour F. Zhao X., Horridge M. Farrokhi F. Tyner W (2020: In press) “Modeling Land Use in Computable General
Equilibrium Models: Preserving Physical Area of Land” (In press), Journal of Global Economic Analyses.

Outreach Efforts
Taheripour attended several meetings to present the research outcomes on ILUC values, including:
e National Biodiesel Conference & Expo, Tampa, Florida, January 2020.
e GTAP 23™ Annual Conference on Global Economic Analysis, Virtual meeting, June 2020.
e  AAEA Annual Meeting, Virtual, August 2020.
e EPA Brownbag seminar, September 10, 2020.

Awards
e Farzad Taheripour, Award for Quality of Communication, The Agricultural and Applied Economic Association, 2020,
e Farzad Taheripour, Award for Outstanding Publication in the journal of Environmental and Resource Economics
published in 2019, The European Association of Environmental and Resource Economics, 2020

Student Involvement
EhsanReza Sajedinia, PhD student Purdue University

Plans for Next Period
e We will continue working with ICAO on ILUC emission estimates including the following highlights:
e The current model uses a database which represent the world economy in 2011. We plan to update to this data
base to 2014. This is a major task and requires new development.
e  We will work to develop regional ILUC values.
We are in the process of developing a method to rank countries according to their LUC determinant factors.




e We are now working on DLUC values.

Task 4 - Provide Support for the other ASCENT Universities on Alternative

Jet Fuels Policy Analysis
Purdue University

Objective

To provide support for the other ASCENT universities on alternative jet fuels policy analysis.

Research Approach
See Task 1

Milestone(s)

See Task 1

Major Accomplishments
See Task 1

Publications
None

Outreach Efforts
None

Awards
None

Student Involvement
Jeremiah Stevens, MS student, Purdue University

Plans for Next Period
We will continue to collaborate with ASCENT as needed.

Task 5 - Provide Support for the Farm-to-Fly Initiative as Needed

Purdue University

Objectives
To provide support for the Farm-to-Fly (F2F2) initiative as needed.

Research Approach
This activity is a general support for other initiatives. Our main role is to consult with other projects and activities and
provide assistance as needed.

Milestones
There has been little activity under this Task in this reporting period.

Major Accomplishments
None




Publications
None

Outreach Efforts
None

Awards
None

Student Involvement
None

Plans for Next Period

Support for this effort has concluded.



Project 001(D) Alternative Jet Fuel Supply Chain Analysis

The Pennsylvania State University

Project Lead Investigator

Saurabh Bansal

Associate Professor of Supply Chain Management
Department of Supply Chain and Information Systems
The Pennsylvania State University

405 Business

University Park, PA 16802

814-863-3727

sub32@psu.edu

University Participants

The Pennsylvania State University (Penn State)
e PI: Saurabh Bansal, Associate Professor of Supply Chain Management.
e PI: Lara Fowler, Senior Lecturer, Penn State Law School; Assistant Director, Penn State Institutes of Energy and the
Environment
e Pl: Ekrem Korkut, Penn State Law School

The Washington State University (WSU)
e  Kristin Brandt, Staff Engineer

University of Tennessee
e Tim Rials, Associate Dean Ag Research
e Burt English, Professor of Agricultural and Resource Economics

Project Funding Level
FAA Funding: $200,000

Matching, Penn State: $200,000
Total Funding: $400,000

Investigation Team

Task 1.3.1 (Lead: Bansal; supported by Brandt and English): risk-reward profit sharing modeling for first facilities.

Task 1.3.2 (Lead: Bansal; supported by Brandt and English): additional quantification of risk and uncertainties in supply
chains (foundational part of Task above).

Task 1.3.3 (Lead: Bansal; supported by Brandt and English): supply chain risk analysis tools for farmer adoption.

Task 1.4.1 (Lead: Fowler; supported by Korkut): national survey of current and proposed state and federal programs that
monetize ecosystem services.

Task 1.4.3 (Lead: Fowler; supported by Korkut): support in stakeholder engagement efforts.

Project Overview
The project focuses on developing a qualitative and quantitative understanding of factors that can help the establishment of
biofuel supply chains aimed at supplying alternative jet fuels. Efforts are being made to establish these supply chains.
However, many of these efforts are challenged because of a lack of clarity regarding the incentives that stakeholders would
require to engage in these supply chains and devote their resources to invest in the facilities required for these supply chains.
To this end, the project has two goals:

1. Develop proforma cash flows that represent the financial status of various participants in biofuel supply chains for



alternative jet fuels to inform a transparent risk-sharing tool, and
2. Understand the policy landscape that exists in various parts of the U.S. to encourage these supply chains and
identify further policy initiatives that may be needed.

Task 1.3.1 - Risk-Reward Profit Sharing Modeling for First Facilities

The Pennsylvania State University

Objective
Develop a transparent risk-sharing tool to provide all partners with an understanding of the cash flows and risks faced by
all supply chain partners.

Research Approach

We first collected a large number of risk-sharing tools that have been proposed in the supply chain literature. Subsequently,
we narrowed the list down to 9-12 mechanisms. We created an Excel-based framework in which the cash flows of all supply
chain partners are modeled by using the numbers from the techno-economic analyses developed by WSU. This framework
incorporates the risk sharing mechanisms.

Milestone

We developed the Excel models for four realistic configurations by using data from techno-economic analysis models from
WSU.

Major Accomplishments

We developed an Excel-based framework showing the cash flows of four key stakeholders of alternative jet fuel supply chains:
farmers, preprocessors, refineries, and airlines. The framework shows various risk-sharing contracts that each of the
stakeholders can extend to others, as well as the financial burden or opportunity associated with these mechanisms. The
framework also shows the government’s financial burden of supporting these mechanisms. The framework is developed for
four levels of refinery capacities. Overall, this framework can be used as a decision support tool by various stakeholders to
determine whether to engage in alternative jet biofuel supply chains and negotiate with each other.

Publications
We anticipate publishing a paper based on combined work from the last year and the coming year.

Outreach Efforts
The tool has been presented and discussed at three ASCENT advisory committee meetings.

Awards
None

Student Involvement
None

Plans for Next Period

We were planning on running laboratory studies with graduate students. However, the behavioral research lab was closed at
Penn State due to the COVID-19 situation. We will run these studies when students are back to campus. We would be able to
run these studies only when students are able to interact with each other in a simulated negotiation environment. We will
provide the tool and a training in use of the tool to project sponsor.




FAA CENTER OF EXCELLENCE FOR ALTERNATIVE JET FUELS & ENVIRONMENT

AVIATION SUSTAINABILITY CENTER

Task 1.3.2 - Additional Quantification of Risk and Uncertainties in Supply

Chains (Foundational Part of Task Above)
The Pennsylvania State University

Objective

Develop methods to rely on expert judgments to quantify uncertainties associated with biofuel supply chains.

Research Approach

We developed a new econometric approach to quantify probability distributions of uncertain quantities such as yield or
demand when a panel of experts provides judgments regarding the most-likely values. This approach exploits the well-
known theory of generalized least squares in statistics for the context in which historical data are available to calibrate expert
judgments or when these data are not available.

Milestones

We have described the method in two manuscripts. In the first manuscript, Using Subjective Probability Distributions to
Support Supply Chain Decisions for Innovative Agribusiness Products, we develop a two-stage procedure to calibrate expert
judgements for the distribution of biofuel uncertainties, such as the uncertain yield of new varieties of oil seeds, demand,
or selling price. In the first step of the procedure, we calibrate the expert judgements by using historical data. Specifically,
we use prior judgments provided by experts and compare them with actual realizations (such as predicted yield versus actual
yield) to determine the frequency with which each expert over- or underestimated the uncertainty, e.g., Expert 1
underestimated the yield 60% of the time, but Expert 2 underestimated the yield 90% of the time. In the second manuscript,
Optimal Aggregation of Individual Judgmental Forecasts to Support Decision Making in a R&D Program, we use this
information to determine the optimal way to aggregate the experts’ judgments to determine the mean and standard deviation
of the probability distributions. In the second manuscript, we develop a new optimization protocol to determine the optimal
acreage for growing specific crops, by taking into account the estimated mean and standard deviation as well as
incorporating the variability in these estimates.

Major Accomplishments
Theoretical development and a numerical study have demonstrated the promise of this approach.

Publications
One paper has been accepted. The second paper is finished.

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period
The second paper has been submitted for review. It will be sent out for a publication during this period.

Task 1.3.3 - Supply Chain Risk Analysis Tools for Farmer Adoption

The Pennsylvania State University

Objectives

Understand farmers’ risk preferences over a long duration and how these preferences affect their decisions to grow crops
that can support alternative jet fuel supply chains


https://s3.wp.wsu.edu/uploads/sites/2479/2021/05/ASCENT-Project-001D-attachment-2.pdf
https://s3.wp.wsu.edu/uploads/sites/2479/2021/05/ASCENT-Project-001D-attachment-1.pdf

Research Approach

We surveyed farmers to understand their risk preferences over extended durations. Specifically, we showed them sample
yield ranges over extended periods and asked them to estimate the lowest equivalent guaranteed yield that they would be
willing to accept given the uncertain yields. We used these responses for statistical analyses.

Milestones
We have completed the survey and finished a manuscript based on the survey.

Major Accomplishments

We compiled data from 43 farmers in central Pennsylvania regarding their preferences given the uncertain yields from their
land. The results quantify the loss of value that farmers attribute to an uncertain yield. The reported results are for both 1-
year and 10-year horizons. For the 10-year horizon, we also report results with an initial yield buildup, as is the case with
most biofuel crops. The key takeaways from this study are that: (a) farmers’ valuation of a new crop decreases acutely as the
uncertainty in yield increases, and (b) the initial build-up period of low yields can be a large deterrent to farmers’ adopting
new crops for the purpose of supporting biofuels.

Publications
The paper was finished and was provided to the sponsor.

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period

The results in the first version of the paper revealed something interesting: when faced with uncertain yields, say from x to
y, farmers were willing to swap their output for a consistent output at levels that were lower than x. This finding was
surprising at first. However, the research team has recently found prior research in economics documenting similar behavior.
We would like to collect more data during the year to bolster the manuscript, pending a resolution to the COVID-19 situation.

Task 1.4.1 - National Survey of Current and Proposed State and Federal

Programs that Monetize Ecosystem Services
The Pennsylvania State University

Objective

Conduct a survey and summarize current and proposed state and federal programs to monetize ecosystem services.

Research Approach

This Task builds on and continues the work done under ASCENT Project 01, Task 8.1, which focused on the biomass and
water quality benefits to the Chesapeake Bay watershed. Under this Task, we examined the biofuel law and policy landscape
of the Pacific Northwest and Southeast regions, as well as the state of Hawaii. We also researched federal biofuel law and
policy. We have had a change in personnel working on this project. Lara Fowler remains the lead; however, Gaby Gilbeau left
the project in August 2018, and Ekrem Korkut joined the project during the fall of 2018.

Milestones
We have captured this research in three region-specific white papers describing the biofuel law and policy incentives, and
the ecosystem service drivers for the subregions. In addition, we added another U.S.-level white paper to the list of tasks.

e Project 01A, Tasks 3.1, the Pacific Northwest.



e Project 01B, Task 3.2, Hawaii.
e Project O1E, the Southeast.

Copies of these documents are available online:
e Western U.S. policy paper (with a focus on Washington
State): https://psu.box.com/s/19ektkcr8Ik10gjqu93I4jmm9djmnmhf
e Southeast policy paper (with a focus on
Tennessee): https://psu.box.com/s/iyeowdfo0447t4ya8dI5md2zu5un48ub
Hawaii policy paper: https://psu.box.com/s/92a7tl19tpphg69t4ff12t9d4rdshgql
e Federal level white paper: https://psu.app.box.com/file/629416796137?s=5r1511xg8yeglnnms1nfjx023p3wzkfu
e Poster: https://psu.box.com/s/20ugtnegsmu8ufrirahos87hp47dk2zm

Major Accomplishments

We have captured this research in three regional white papers describing the biofuel law and policy incentives. In addition,
we have researched and finished drafting a document summarizing aviation and biofuel at the national level in the U. S. As
part of this, we have examined how legal and policy drivers from other parts of the world are affecting U.S. incentives.

Publications
The white papers have been sent to ASCENT leads for review and comment (including Nate Brown and Michael Wolcott);
comments on the federal white paper have been addressed and incorporated.

We are working on turning these papers into publications for the Frontiers in Energy special edition. In addition, we have
circulated the white papers to ASCENT team members for their background and information.

Outreach Efforts
Lara Fowler and Ekrem Korkut created and shared a poster for the September 29, 2020 annual meeting. This poster is linked
above and addresses the federal, state, regional and international aspects of aviation biofuel law and policy.

Awards
None

Student Involvement
Ekrem Korkut continues to be a full-time student at the Penn State School of International Affairs. He has continued to
work on the ASCENT project as a part-time research assistant while conducting his studies.

Plans for Next Period

As noted above, we are turning the existing white papers into published papers (at least one policy related piece for the
Frontiers in Energy special issue) and planning on an additional review at the state/regional level. In addition, we are working
with other ASCENT team members on law and policy research questions they have identified, including how landfill
regulations shape opportunities in Hawaii and other related topics.

Task 1.4.3 - Help Support Stakeholder Engagement Efforts

The Pennsylvania State University

Objective
Facilitate dialogue among producers, industry, government, and other affected stakeholders.

Research Approach

Our work under this objective focused on stakeholder engagement and facilitation of effective dialogue to help bridge the
gaps among producers, industry, government, and other affected stakeholders. This role supports other team members’
needs.




Milestone
These efforts supported the stakeholder engagement efforts led by other teams, including but not limited to the regional
partners identified in ASCENT Project 01, Tasks 3.1, 3.2, and 3.3.

Major Accomplishments
This set of tasks has been more limited, with no major accomplishments to date. We have continued to participate in
discussions and calls related to potential stakeholder engagement needs.

Publications
N/A

Outreach Efforts
N/A

Awards
None

Student Involvement
None

Plans for Next Period

Future work under this objective will include presenting to the project partners on facilitation skills and tactics. Additional
support for regional projects will be offered as needed for facilitation and stakeholder engagement sessions as the regional
projects move to the deployment stage.




Project 001(E) Alternative Jet Fuel Supply Chain Analysis

University of Tennessee

Project Lead Investigator
Timothy Rials

Professor and Director

Center for Renewable Carbon

University of Tennessee

2506 Jacob Dr. Knoxville, TN 37996
865-946-1130

trials@utk.edu

University Participants

University of Tennessee

e Pl: Burton English, Professor

e FAA Award Number: 13-C-AJFE-UTenn, Amendments 09, 11, 13

e Period of Performance: August 1, 2019 to August 10, 2021

e Tasks:
1. Assess and inventory regional forest and agricultural biomass feedstock options.
2. Develop national lipid analysis.
3. Lay the groundwork for lipid and/or biomass in Tennessee (TN) and Southeastern U.S.
4. Biorefinery infrastructure and siting (supporting role).

Project Funding Level

Total six-year funding/This year funding

Total Estimated Project Funding: $1,075,000/$500,000

Total Federal and Non-Federal Funds: $2,150,000/$1,000,000

The University of Tennessee, Institute of Agriculture provided faculty salary in support of the project.

Investigation Team

Tim Rials - Project Director(s)/Principal Investigator (PD/PI)
Burton English - Co-Principal Investigator (Co-PD/PI)
Lixia He - Other Professional

Kim Jensen - Faculty

Jim Larson - Faculty

Carlos Trejo-Pech - Faculty

Ed Yu - Faculty

David Hughes - Faculty

Jada Thompson - Faculty

Bijay Sharma - Post Doc

K. Alan Robertson - Graduate Student

McKenzie Thomas - Masters Graduate Student
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Project Overview

The University of Tennessee (UT) will lead the Feedstock Production (Task 1) component of the project. This component
targets the need to assess and inventory regional forest and agricultural biomass feedstock options and delineate the
sustainability impacts associated with various feedstock choices, including land use effects. UT will lead the national lipid
supply availability analysis employing POLYSYS to develop information on the potential impacts and feasibility of using lipids
to supply aviation fuel. The team at UT will facilitate regional deployment/production of jet fuel by laying the groundwork
and developing a regional proposal for deployment. Additionally, UT will support activities in Task 3 with information and
insights on feedstocks, along with potential regional demand centers for aviation fuels and coproducts, along with
information on current supply chain infrastructure, as required.

Major goals include:
1. Develop a rotation-based oil seed crop scenario and evaluate potential with POLYSYS.
2. Develop database on infrastructure and needs for the Southeast U.S.
3. Organize and convene workshop on the alternative jet fuel supply chain for Appalachia stakeholders (completed).
4. |Initiate aviation fuel supply chain studies in the Southeast using pine and oilseeds.
5. Continue with sustainability work for both goals 1 and 4.

A journal manuscript will be prepared based on the biochar survey data in this project. McKenzie Thomas will complete her
M.S. thesis using this data.

Task 1- Assess and Inventory Regional Forest and Agricultural Biomass
Feedstock Options

University of Tennessee

Objectives

As the markets for lignocellulosic biomass (LCB) feedstock (i.e., grasses, short-rotation woody crops, and agricultural
residues) are currently not well-established, it is important to evaluate the feasibility of supplying those LCB feedstocks. The
opportunity cost of converting the current agricultural lands to LCB feedstocks production will be estimated. In addition, the
production, harvest, storage, and transportation cost of the feedstocks are included in the assessment. A variety of potential
crop and biomass sources will be considered in the feedstock path, including:

Oilseed crops: Potentials include mustard/crambe (Sinapsis alba/Crambe abyssinicia); pennycress (Thlaspi arvense);
rapeseed/canola (Brassica napus/B. campestris); safflower (Carthamus tinctorius); sunflower (Helianthus spp.); soybean
(Glycine max); camelina (Camelina sativa); carinata.

Perennial grasses: switchgrass (Panicum virgatum); miscanthus (Miscanthus sinensis); energy cane (Saccharum complex).

Short-rotation woody crops: poplar (Populus species); willow (Salix species); loblolly pine (Pinus taeda); sweetgum
(Liquidambar styraciflua); sycamore (Plantanus occidentalis).

Agricultural residue: wheat straw; corn stover.
Forest residue: logging and processing residue.

POLYSYS will be used to estimate and assess the supply and availability of these feedstock options at regional and national
levels. This U.S. agricultural sector model forecasts changes in commodity prices and net farm income over time.

County level estimates of all-live total woody biomass, as well as average annual growth, removals, and mortality will be
obtained from the Forest Inventory and Analysis Database (FIADB). Mill residue data will be obtained from the U.S. Forest
Service’s Forest Inventory and Analysis (FIA) Timber Product Output (TPO) data. The ForSEAM model will be used to estimate
and predict logging residues. ForSEAM uses U.S. Forest Service FIA data to project timber supply based on the U.S. Global
Forest Product Model module of the Global Forest Product Model (USFPM/GFPM) demand projections. Specific tasks related



to this objective are outlined below. These supply curves will be placed in both ForSEAM and POLYSYS and estimates into the
future will be made.

Task 1 Goals (support/continue ongoing work from previous year)

e Complete the economic viability analysis on switchgrass, short rotation woody crops, crop residues, forest
residues, and cover crops.

e Assist risk-reward profit sharing modeling by providing information from past work on cellulosic supply chains to
PSU.

e Assist the Pennsylvania State University (Penn State) in a national survey of current and proposed programs that
incentivize ecosystem services.

e Finish environmental impact analysis for the aforementioned crops looking at soil, water, greenhouse gas
emissions and sequestration, and direct land use change.

Research Approach

1. Completed developing a consistent set of budgets for pennycress, camelina, and carinata as cover crops.

2. Yields for camelina, carinata, and pennycress have been estimated. Camelina and carinata were estimated using
the Environmental Policy Integrated Climate (EPIC) model and pennycress from secondary source information.

3. Initiated a risk analysis for the three cover crops.

4. Developing two articles on carinata and switchgrass.

5. Taking information from a project titled Next Generation Logistics Systems for Delivering Optimal Biomass
Feedstocks to Biorefining Industries in the Southeastern US (LEAF) funded by the Bioenergy Technologies Office
(BETO) on pine and switchgrass blend examine the potential in the Southeast. Completed 100% pine scenario and
initiated the 75% pine, 50% pine, and 25% pine scenarios (Figures 1 and 2). We found the average transportation
cost, average feedstock cost, the distance feedstock had to travel, and the location of potential biorefineries of the
2000/million (M) dry short tons (t) and 2500 Mt/day capacities. The results are displayed in Table 1.

Table 1. Average transportation cost, average feedstock cost, the
distance feedstock had to travel, and the location of potential
biorefineries of the 2000/Mt and 2500 Mt/day capacities

2000 Mt/day Biorefinery

Average Average
Location Average Transportation Distance
Indicator  Tons Feedstock Cost Cost ($/1) (ton-mile
24746 723,456 $52.19 $21.19 68
39134 723,538 $52.39 $21.39 69
56464 724,124 $55.82 $24.82 80
110865 721,866 $58.30 $27.30 88
44009 722,242 $58.75 $27.75 90
2500 Mt/day Biorefinery
Average Average
Location Average Transportation Distance
Indicator Tons Feedstock Cost Cost ($/1) (ton-mile)
39134 902,214 $56.16 $25.16 81
24746 901,099 $57.10 $26.10 84
51468 904,468 $59.44 $28.44 92
110865 899,182 $63.08 $32.08 103



Note: 3.6 million dry short tons
(Mt) to create 230 million gallons
of fuel, 100 million gallons jet fuel

Average plant gate fuel price
$1.67/liter using ASCENT Fast
Pyrolysis

Figure 1. Projected biorefinery locations and their feedstock draw area; 2000 dry Mt/day.



Using 3.6 million dry short tons
(Mt) to create 230 Million gallons
of fuel, 100 million gallons jet fuel

Average plant gate fuel price
$1.73/liter using ASCENT Fast

Pyrolysis

Figure 2. Projected biorefinery locations and their feedstock draw area; 2500 dry Mt/day.

With a 50% pine and 50% switchgrass blend, the region has the capability of using 4.7 million dry short tons of forest
residues to produce 225 to 258 million gallons of sustainable aviation fuel (SAF) with the average price ranging from
$1.74 to $1.78 per liter for the two different plant sizes.

6. Developed new forest layer for the nation. Focus is the cellulosic pathway potential of the southeast and in

Appalachia area specifically. Forest residues for the United States have been re-estimated and quantities have been
evaluated.

Two scenarios were used. The initial analysis uses the Department of Energy's 2016 Billion-Ton Report assumptions, with
medium demand for traditional forest products and a sustainable, 50-million-ton demand for forest residues. The model
ForSEAM was rerun from 2015 to 2040 with the bioenergy demand for forest residues initiated in 2020 and continued to
2040. The model met this level of forest demand indicating that U.S. forests can produce the 50 million tons of forest
residues sustainably. The second scenario assumed that harvest could extend beyond the limit of one mile from the road
used by the2016 Billion-Ton Report. With this assumption, it was found that the nation’s forests can provide 75 million tons



of forest residues for energy production over the same 20-year period (Table 2). The cost varies between $20 to $70 per ton
delivered in chipped form with logging residues on the low end and pulpwood on the higher end. Locations of the hardwoods
are shown in Figure 3, panels 1 and 2.

Table 2. Annual average hardwood and softwood timber available for energy
feedstock, U.S.

Hardwood
Upland and
Lowland
Hardwoods Mixed Stands®* Total
Dry tons
Logging Residues 8,272,586 1,585,603 9,858,189
Whole Trees (pulp) 24,841,533 446,370 25,287,903
Whole Trees (Pre-pulp) 3,928,157 31,480 3,959,636
37,042,275 2,063,453 39,105,729
Softwoods
Natural and
Planted
Softwood Mixed Stands  Total
Logging Residues 3,736,821 2,335,513 6,072,335
Whole Trees (pulp) 22,585,690 743,951 23,329,641
Whole Trees (Pre-pulp) 1,538,978 52,466 1,591,444
27,861,490 3,131,930 30,993,420
2 Stands identified as mixed are assumed to have 37.5% hardwood and the remainder
softwood.
AT



Panel 1. Hardwood forest residues, 50 million dry ton scenario with one mile from road limitation




Panel 2. Hardwood forest residues, 75 million dry ton scenario with three miles from road limitation

Figure 3. Hardwood logging residue potential in the Southeast under the 2016 Billion-Ton Report medium demand
and sustainability assumptions relaxing the one mile to the road restriction.

Milestones

e Generated data incorporated into the ASCENT Project 001 database for hardwood and softwood forest residues in
the Southeast for two different sustainability scenarios.
Developed a pine pathway for the Southeast. Examined its potential using ASCENT cellulosic pathway.
Delivered pennycress and crush facility spreadsheet to Penn State for use in risk-reward profit sharing modeling.
Developed economic multipliers for Fischer-Tropsch Synthetic Paraffinic Kerosene (FT-SPK); Feedstock - Conversion
temp. - 1200~1600 deg. C; Product - jet and naphtha; Microsoft Excel model of economic analysis; and Alcohol to
Jet Synthetic Paraffinic Kerosene (ATJ-SPK); Feedstock - yeast biocatalyst converts purified sugar to ethanol,
followed by oligomerization and hydrogenation; Product - jet fuel.



Major Accomplishments

A new logging residue spatial layer for hardwoods and softwoods was completed. This spatial layer contains forest residues
from logging and thinning activities, along with sustainability criteria used in the 2016 Billion-Ton Report as well as relaxing
the one mile to the road limitation to three miles.

Publications
None

Outreach Efforts

The University of Tennessee, Institute of Agriculture (UTIA) and the Commercial Aviation Alternative Fuels Initiative (CAAFI)
are partnering to identify sites with optimal woody biomass and essential supply chain infrastructure because these factors
present challenges for processors with limited resources to conduct site assessments with enough detail needed to attract
investment capital. The initial attempt will highlight the availability of woody biomass in the region, and thereby extend its
potential utilization.

Awards
None

Student Involvement
Alan Robertson graduated and was employed by Pilot. He worked on oilseeds and switchgrass quality.

Luis Vizcaya is working on a forest harvesting model and biorefinery siting given forest residue availability. Vizcaya was also
included in the project to analyze the optimal harvest pattern of forestry residues that will be the derived supply for
biorefineries.

Latif Patwary is examining potential environmental benefits.

Plans for Next Period
e Complete blend study.
Develop forest harvest model
Complete several manuscripts.
Continue work on forest sector.
Develop a stochastic analysis focusing on pennycress, carinata, and camelina feasibility in the Southeast.
Continue to work on Memphis International Airport region analysis using camelina and pennycress as feedstocks.
Work on feedstock sustainability issues.
Develop stakeholders for the Central Appalachia region.

Task 2 - Develop National Lipid Analysis

University of Tennessee

Objectives
The UT team will complete the national lipid supply availability analysis employing POLYSYS to develop information on the
potential impacts and feasibility of using lipids to supply aviation fuel.

Research Approach

POLYSYS will be used to estimate and assess the supply and availability of lipid feedstock options at regional and national
levels. This U.S. agricultural sector model forecasts changes in commodity prices and net farm income over time. Analysis
requires consistency amongst the crops. Budgets have been reevaluated for pennycress, camelina, and carinata for consistent




assumptions where possible. Yields have been compared to literature sources and cover crop estimates appear to be
consistent. See yield maps (Figures 4-6) below.

Figure 4. Yield map for carinata.



Figure 5. Yield map for camelina.



Figure 6. Yield map for pennycress.

Milestones

This Task is behind schedule because COVID-19 has limited access to POLYSYS. The situation will improve in the next quarter.
The analysis will be completed and written up for the ASCENT-organized, special issue of Frontiers in Energy Research.
featuring the work ASCENT Project 001 has completed up to this point. The issue will include articles that provide an
introduction and overview, covering sustainability as a key value proposition for SAF, feedstocks and economic sustainability,
techno-economic analysis of conversion pathways, supply chain development and de-risking, environmental performance
including greenhouse gas life cycle analysis (LCA) and local air quality/ emissions benefits, recent advances in indirect land
use change () modeling, ecosystem services provided by SAF pathways, SAF and social sustainability, and policy effects on
deployment and sustainability performance, including future scenario analyses of the potential for deployment, targets and
policies, and fuel testing/analysis and properties. The planned article, written about this project, will address both feedstock
and economic sustainability of oilseed cover crops.

Major Accomplishments
e Crops are consistent and ready to be placed into POLYSYS. Last year the POLYSYS modeling was completed to
accommodate additional cover crops.
e Completed the carinata spreadsheet, incorporating risk into the analysis. The spreadsheet is under review.




e Compared the assumptions between the three oilseed crops and attempted to develop spreadsheets that contain
similar price data and other assumptions.

Publications

Choi, Yejun; Lambert, Dayton M.; Jensen, Kimberly L.; Clark, Christopher D.; English, Burton C.; Thomas, McKenzie. 2020.
"Rank-Ordered Analysis of Consumer Preferences for the Attributes of a Value-Added Biofuel Co-Product" Sustainability 12,
no. 6: 2363.

Trejo-Pech, C., J. A. Larson, B. C. English, and T. E. Yu. 2019. Cost and Profitability Analysis of a Prospective Pennycress to
Sustainable Aviation Fuel Supply Chain in Southern USA. Energies, 12, no. 16: 3055.

A carinata article is in draft form.

Outreach Efforts
None

Awards
None

Student Involvement
Alan Robertson

Plans for Next Period
Complete national oilseed analysis.

Task 3 - Lay the Groundwork for Lipid and/or Biomass in TN and
Southeastern U.S.

University of Tennessee

Objectives

The team at UT will facilitate regional deployment/production of renewable jet fuel by completing the groundwork phase of
the regional oilseed feedstock to biofuel pathway and developing a proposal for regional deployment in the Southeastern
U.S. and in Central Appalachia leading to the development of SAF regional deployment plans..

Research Approach
e Same as Task 1 but focused on small areas such as the Central Appalachia, Memphis, and Nashville regions.
e Softwood analysis is focused on the Southeast and findings are displayed in Task 1 above.
e Developed seed trial for oilseed cover crops using funding from UT seed money. The findings will be incorporated
in this report for the first year under subproject 2.

Central Appalachia—first year of a multi-year project

This project was initiated about the time when COVID-19 hit. The project was rearranged to reflect laboratory closures and
travel restrictions. The research approach was modified somewhat to reflect these changes. The hardwood forest residue
layer was developed for BioFLAME and Freight and Fuel Transportation Optimization Tool (FTOT) (Figures 7 and 8).



Figure 7. Estimated privately owned hardwood forest residues



Figure 8. Estimated whole tree, privately owned forest residue from thinning and pulpwood material.

In addition, the potential locations of a biorefinery were developed and located within the region (Figure 9). Existing sawmills
were identified in the region. Contract was established with the Center for Natural Capital, and the development of

stakeholder advisory board and stakeholder group has been initiated. The initial brainstorming meeting is scheduled for
mid-November.



Figure 9. Industrial park within the Central Appalachian study region or in West Virginia at towns of a pre-specified size.

Survey of producers
A total of 206 farmers in AL, AR, IL, KY, MO, MS, and TN responded to a survey conducted using Qualtrics and the Farm
Journal contact online service.

Survey of consumers
A survey of consumers and their use of biochar as a soil amendment was conducted. The pre-test and survey were
administered online through Qualtrics, an online hosting service. A total of 771 Tennesseans responded.

Milestones
The Nashville modeling work using cover crop oilseeds is completed. The next step will be to develop a regional
deployment plan once risk and uncertainty are evaluated.

The Memphis modeling work is completed, but analysis has not begun. Analysis will be initiated during the second quarter
of 2021.



Major Accomplishments

Survey of producers results

Of the survey respondents, 55% stated they would plant a cover crop (pennycress),38% said no but they supported SAF, and
7% said no and they do not support SAF. Of the 55% of respondents who answered yes to growing pennycress, 50% of them
would need to earn at least $0.10 per pound. The farmers' concerns about growing an oilseed crop as a cover were ranked
in order of concern on a 1 to 5 scale, with 5 being extremely concerned. The results are shown in Figure 10.

Figure 10. Farmer concerns about barriers to growing pennycress as a bioenergy crop.

Survey of consumers

The participants of the consumer biochar survey were asked to choose between two potting mix products: a conventional
eight-quart bag of potting mix priced at $4.99, and an eight-quart potting mix bag with 25% biochar priced at either $4.99,
$6.49, $7.99, $9.49, or $10.99. The estimate of willingness to pay (WTP) for a 25% biochar potting mix was $8.52, a
significant premium over the potting mix with no biochar at $4.99. Overall, 54.42% of the respondents were willing to pay
the price offered for the 25% biochar potting mix. Other factors and influences on WTP included greater percent of income
spent on gardening supplies, greater potting mix purchases, likely purchase at garden centers, importance of product being
a biofuel co-product, and greater concerns about climate change.

Task 4 - Biorefinery Infrastructure and Siting (Supporting Role)
University of Tennessee

Objective
Provide feedstock support to other members of ASCENT as requested.



Research Approach

The research approach to Task 4 is to provide necessary input through research efforts using feedstock tools developed
prior to or as a part of this project. The approach will differ as questions surface from other universities. This year, we
provided input to Penn State on the cost of feedstock production, and to FTOT asking for information on feedstock availability
in the Central Appalachian region. Discussions were also held about the potential of assisting Scott Q. Turn at the University
of Hawaii with an economic analysis of Hawaii feedstock and conversion efforts.

Milestone(s)
1. Delivered potential hardwood feedstock layer to FTOT.
2. Delivered crushing facility and pennycress budget information to Penn State for risk analysis project

Major Accomplishments
See Tasks 1 and 3 above.

Publications
Sharma, B. P., T. E. Yu, B. C. English, C. Boyer, and J. A. Larson. 2019. Stochastic Optimization of Cellulosic Biofuel Supply
Chain under Feedstock Yield Uncertainty. Energy Procedia, 158: 1009-1014.

Trejo-Pech, C., J. A. Larson, B. C. English, and T. E. Yu. 2019. Cost and Profitability Analysis of a Prospective Pennycress to
Sustainable Aviation Fuel Supply Chain in Southern USA. Energies, 12, no. 16: 3055.

Choi, Y., D. Lambert, K. L. Jensen, C. D. Clark, B. C. English, and M. Thomas, 2020. Rank-Ordered Analysis of Consumer
Preferences for the Attributes of a Value-Added Biofuel Co-Product, Sustainability, 12, 2363.

Gill, MacKenzie, K. L. Jensen, D. M. Lambert, S. Upendram, B. C. English, N. Labbé, S. Jackson, and R. J. Menard, 2020.
Consumer Preferences for Eco-Friendly Attributes in Disposable Dinnerware, Resources, Conservation and Recycling,
Volume 161, October 2020, 104965.

Yu, T. E., B. C. English, J. Zhong, J. A. Larson, J. S. Fu, L. H. Lambert, and B. S. Wilson, 2020. High-resolution Multi-objective
Optimization of Sustainable Supply Chains for a Large Scale Lignocellulosic Biofuel Industry, Pursuing Sustainability: OR/MS
Applications in Sustainable Design, Manufacturing, Logistics, & Resources, C. Chen, V. Jayaraman, and Y. Chen, ed.,
Springer International Series in Operations Research and Management Science.

Lewis, K.C., E. K. News, S. Peterson, M. N. Pearlson, E. A. Lawless, K. Brandt, D. Camenzind, M. P. Wolcott, B. C. English, G.
S. Latta, A. Malwitz, J. I. Hileman, N. L. Brown, and Z. Haqg., 2019. U.S. Alternative Jet Fuel Deployment Scenario Analyses
Identifying Key Drivers and Geospatial Patterns for the First Billion Gallons, BioFPR, Society of Chemical Industry and John
Wiley & Sons, Ltd, December,13, pp 471-485.

Markel, E, B. C. English, C. M. Hellwinckel, and R. J. Menard., 2019. Potential for Pennycress to Support a Renewable Jet
Fuel Industry, Ecology, Pollution and Environmental Science, SciEnvironm 1:121.

Choi, Y., D.M. Lambert, K.L. Jensen, C.D. Clark, B.C. English, and M. Thomas. 2020. “Rank-Ordered Analysis of Consumer
Preferences for the Attributes of a Value-Added Biofuel Co-Product. Sustainability, 12, 2363; doi:10.3390/su12062363.

Thomas, M., K.L. Jensen. C. Clark., B. English, D. Lambert, and F. Walker. 2019. “Tennessee Home Gardener Preferences for
Environmental Attributes in Gardening Supplies: A Multiple Indicators Multiple Causation Analysis.” 2019 SNA Research
Conference 63: 87-93 (refereed proceedings).

Sharma, B.P, T. E. Yu, B. C. English, C. Boyer, and J. A. Larson, Impact of Government Subsidies on a Cellulosic Biofuel
Sector with Diverse Risk Preferences toward Feedstock Uncertainty, Energy Policy, in press.

Thomas, M.*, K.L. Jensen, M. Velandia, C. Clark, B. English, D. Lambert, and F.Walker. 2020. “Outdoor Home Gardener
Preferences for Environmental Attributes in Gardening Supplies and Use of Ecofriendly Gardening Practices.” HortTech.
Accepted, in press.



Thomas, M.*, K. L. Jensen, C. D. Clark, D. M. Lambert, B. C. English, and F. R. Walker. 2020. “Consumer Preferences for
Potting Mix with Biochar.” Journal of Cleaner Production, in review.

Gill, Mackenzie (August 2020). Consumer Preferences for Environmentally Friendly Disposable Dinnerware Alternatives,
University of Tennessee M.S. Thesis.

Patwary, A. Latif (May 2020). “Efficiency Studies of the U.S. Transportation Sector”, University of Tennessee M.S. Thesis.

Robertson, A. (May 2020). “Biomass Potential in Sustainable Aviation Fuel Development: Switchgrass Production
Optimization and Carinata Oilseed Enterprise Viability Analysis”, University of Tennessee M.S. Thesis.

Thomas, M. (May 2019). “An Analysis of Consumer Preferences for Gardening Products with Environmentally Friendly
Attributes.” University of Tennessee M.S. Thesis.

Outreach Efforts

Trejo-Pech, C., J. A. Larson, B. C. English, and T. E. Yu., 2019. Return and Risk Profile of a Potential Pennycress Processing
Facility for the Aviation Industry, Southern Agricultural Economics Association Annual Meeting. Birmingham, AL, February
2-5.

Larson, J. A., C. Trejo-Pech, B. C. English, and T. E. Yu. 2019. Farm-level Risk Management Potential of Pennycress as a
Bioenergy Cover Crop in a Corn-Soybean Rotation. Southern Agricultural Economics Association Annual Meeting.
Birmingham, AL, February 2-5.

Thomas, L., K.L. Jensen, C. Clark, D. Lambert, B. English, and F. Walker. 2019. Consumers' Willingness to Pay for Potting
Mix with Biochar. Selected Paper. Southern Agricultural Association Meetings, Birmingham, AL. February 2 - 5.

Choi, Y., D. Lambert, K.L. Jensen, C. Clark, B. English, and M. Thomas. 2019. “Estimating Consumer Preferences for Biochar
Using Best and Worst Scaling.” Selected Paper. 2019 Western Agricultural Association Meetings, Coeur D’Alene, ID. June 30-
July 2.

Thomas, M., K.L. Jensen. C. Clark., B. English, D. Lambert, and F. Walker. 2019. “Tennessee Home Gardener Preferences for
Environmental Attributes in Gardening Supplies: A Multiple Indicators Multiple Causation Analysis.” Presentation at 2019
SNA Research Conference, Baltimore, MD, Jan. 7-8.

Awards
None

Student Involvement

McKenzie Thomas - Masters Graduate Student - Survey work

Luis Vizcaya - Masters Graduate Student - Modelling forest residues

Patwary, A. Latif - Masters Graduate Student - Sustainability and GHG emissions
Mackenzie Gill - Masters Graduate Student - Survey work

Ty Wolaver - Masters Graduate Student - Co-product evaluation

Plans for Next Period (Year)
e Complete oilseed national analysis
Complete farm survey analysis
Continue to react to ASCENT Project 001 needs
Complete Nashville deployment plan
Respond to UT-CAAFI analysis needs
Complete website to place simulation analysis
Complete FTOT-BioFLAME comparison findings.
Continue to add social capital into supply chain framework.
Enhance economic indicator analysis.
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University Participants

Massachusetts Institute of Technology (MIT)
e PI: Professor Steven R. H. Barrett
e FAA Award Number: 13-C-AJFE-MIT, Amendment Nos. 003, 012, 016, 028, 033, 040, 048, 055, 058, and 067
e Period of Performance: August 1, 2014 to August 10, 2021
e Tasks (those listed here are for the reporting period October 1, 2019 to September 31, 2020):

1.

SR w

Support U.S. participation in the International Civil Aviation Organization (ICAO) Committee on Aviation
Environmental Protection (CAEP) to enable appropriate crediting of the use of sustainable aviation fuels (SAF)
under the Carbon Offsetting and Reduction Scheme for International Aviation (CORSIA), especially as it
relates to assessments for low-carbon aviation fuels (LCAF).

Support U.S. participation in ICAO CAEP by carrying out core life cycle analysis (CLCA) to establish default
values for use under CORSIA, especially for SAF produced from co-processing of biogenic feedstocks with
fossil feedstocks.

Omitted; Task led by Hasselt University Team.

Develop methods for probabilistic life-cycle analyses of SAF.

Support knowledge-sharing and co-ordination across all ASCENT Project 01 universities’ work on SAF supply-
chain analyses.

Hasselt University (through subaward from MIT)
e Pl: Robert Malina
e  Period of Performance: September 1, 2016 to January 31, 2021
e Tasks (those listed here are for the reporting period October 1, 2019 to September 31, 2020):



1. Support U.S. participation in ICAO CAEP to enable appropriate crediting of the use of SAF under CORSIA
especially as it relates to feedstock classification and pathway definitions.

2. Support U.S. participation in ICAO CAEP by carrying out CLCA to establish default values for use under
CORSIA, especially for SAF produced using the ethanol-to-jet (ETJ) conversion technology.

3. Contribute to the development of the fuel production assessment for CORSIA-eligible fuels out to the year
2035/

4. Omitted; Task led by MIT.

5. Omitted; Task led by MIT.

Project Funding Level

FAA provided $3,135,000 in funding and matching funds of $3,135,000 have be contributed by: approximately $497,000
from MIT, plus third-party in-kind contributions of $809,000 from Byogy Renewables, Inc., $1,038,000 from Oliver Wyman
Group, and $791,000 from NuFuels LLC.

Investigation Team

Principal Investigator: Prof. Steven Barrett (MIT) (all MIT tasks)
Principal Investigator (Hasselt Subaward): Prof. Robert Malina (Hasselt University) (all Hasselt University tasks)
Co-Principal Investigator: Dr. Florian Allroggen (MIT) (all MIT tasks)
Dr. Raymond Speth (MIT) (Task 4)
Postdoctoral Associates: Hakan Olcay (Hasselt University) (all Hasselt University tasks)

Gonca Seber (Hasselt University) (all Hasselt University tasks)
Katrijn Gijbels (Hasselt University) (all Hasselt University tasks)
Research Specialist: Matthew Pearlson (MIT) (Tasks 1 and 4)
Graduate Research Assistants: Tae Joong Park (MIT) (Task 2)
Walter Kelso (MIT) (Tasks 1 and 4)

Project Overview

The overall objectives of ASCENT Project 01 (AO1) are to (i) derive information on regional supply chains to explore scenarios
for future sustainable aviation fuel (SAF) production, and (ii) identify supply chain-related obstacles to commercial-scale
production in the near term, and larger-scale adoption in the longer term.

For the assessment year (AY) 2019/20, the MIT/Hasselt University team contributed to these goals by: (1) providing
leadership in the context of the International Civil Aviation Organization Committee for Aviation Environmental Protection
(ICAO CAEP) core life cycle analysis (CLCA) task group of the Fuels Task Group (FTG), which is mandated to calculate lifecycle
greenhouse gas (GHG) emissions associated with SAF use under the Carbon Offsetting and Reduction Scheme for
International Aviation (CORSIA); (2) carry out CLCA analyses to enable the inclusion of additional SAF pathways under CORSIA;
(3) contribute to the methodological development and analysis of SAF availability out to 2035 in the context of the
Technology, Production & Policy (TPP) task group of FTG; (4) develop probabilistic estimates of life cycle GHG emissions for
a number of SAF pathways; and (5) provide support for coordination of the A01 team.

Task 1 - Co-lead and Support U.S. Participation in ICAO-CAEP to Enable
Appropriate Crediting of the Use of SAF Under CORSIA

Massachusetts Institute of Technology
Hasselt University

Objectives
The overall objective of this task is to provide support to the FAA in their engagement with the ICAO CAEP FTG (during

CAEP/12). The specific focus of the work during this reporting period was to (1) refine feedstock classifications; and (2)
support the discussion leading toward the development of a CLCA method for LCAF.



Research Approach

In order to achieve the goals outlined above, the team continued to co-lead the Core LCA Task Group of FTG. Prof. Malina
acted as a co-lead. This role ensures that Prof. Malina can act as a focal point of CLCA research, so that the specific research
tasks can be guided efficiently and effectively. The following research has been conducted in support of the leadership role:

Feedstock classifications

During CAEP/11, the Alternative Fuels Task Force (AFTF) established a process for defining feedstocks as either primary,
residues, wastes, or by-products. An initial list of feedstocks in each of these categories was agreed upon. However, it was
recognized that the list is incomplete. Under the leadership of the co-lead of the core LCA group, Professor Malina, FTG
continuously updates this list during CAEP/12.

Pathway definitions

Under the leadership of the core LCA task lead, Professor Malina, a review of assumptions made in the development of
default core LCA values has been conducted. This review aimed to understand if Sustainable Certification Schemes (SCS)
require additional guidance on the applicability of a certain default value. The results of this assessment will be discussed
at the FTG/6 meeting (AY20-21).

It was found that the publicly available ICAO document "CORSIA SUPPORTING DOCUMENT CORSIA Eligible Fuels - Life Cycle
Assessment Methodology" already contains definitions within the sections for the different CORSIA-eligible fuels. For
example, these sections contain definitions of the feedstocks for which default core LCA values have been calculated (a
definition of used cooking oil, corn oil, palm fatty acid distillate (PFAD), etc.). These sections can be used as a concise source
of reference and guidance by the SCS. Based on an analysis of how much the assumptions incorporated into the default
pathway influence LCA calculations, several additional clarifications have been recommended to ensure that default values
are applied appropriately to a SAF pathway. Recommendations included facility type definitions for the ethanol-to-jet (ETJ)
pathway, definitions of open and closed pond palm hydroprocessed esters and fatty acids (HEFA) pathways and updated
definitions of agricultural residue pathways, specifically with regard to additional nutrient replacement requirements on the
primary crop.

Assessment of LCAF

In preparation of the FTG/04 Meeting, MIT outlined potential technologies and practices to produce LCAF and quantified
potential cost and GHG emission impacts. The work was conducted in collaboration with Argonne National Laboratory (ANL).
MIT evaluated renewable electricity use at the crude oil field, while ANL evaluated renewable hydrogen use at the refinery,
and carbon capture and sequestration (CCS) at the refinery.

More specifically, MIT analyzed the costs and potential reduction of lifecycle impacts associated with electrification of oil
field operations and on-site production of electricity from renewable sources. The Uthmaniyah oil field (1.6 million barrels
of crude daily output from 472 producing wells) located in Eastern Saudi Arabia was chosen for the case study. The LCA
results are presented in terms of the amount of GHG emissions for each megajoule (M)) of oil produced (gCO.e/MJ). The
techno-economic analysis (TEA) results are presented in terms of change in minimum selling price per barrel of crude oil
produced when LCAF technologies are implemented. GHG abatement costs are derived from the TEA and LCA results.

Electricity demand at oil field
MIT analyzed the potential for electrification and on-site production of renewable electricity (i.e., solar electricity) to meet
electricity demand at the Uthmaniyah oil field. The electricity requirements and emissions at the field were computed using
the Oil Production Greenhouse gas Emissions Estimator (OPGEE) model. OPGEE is a peer-reviewed, publicly available, and
editable LCA tool for the measurement of GHG emissions from the production, processing and transport of crude petroleum.
Specifically, OPGEE v2.0b and inputs for the Uthmaniyah field from Masnadi et al., (2018) were used.

In the baseline scenario, in which no additional processes at the field are electrified, 463 MWh of electricity are used daily in
the field, mainly for water treatment, pumps, and air coolers for gas processing. When the downhole pumps are powered by
600 hp electric motors instead of natural gas (NG) engines, the daily electricity required at the field increases to 4.931 GWh.

Power generation and storage system sizing
The assumed power generation system is composed of a photovoltaic (PV) array consisting of monocrystalline solar modules.
Complete specifications for the PV system follow Almarshoud (2016). Global Horizontal Irradiance (GHI) and temperature



data are available in 5-minute intervals from the Solar Village in Saudi Arabia for the year 2002 (NREL, n.d.). The PV system
is sized such that it produces enough electric energy during the daytime to meet instantaneous electricity demand from the
oil field and charge an energy storage system (i.e., a battery system) which covers the night-time electricity demand of the
field. The system is sized under four assumptions for back-up power. Under the worst-case sizing assumption, electricity
production meets daily electricity demand in the oil field on all days using the year-2002 irradiance data. Under the 1st
percentile case, the PV array is sized to meet electricity demand on 99% of the days (361 days). On the remaining days of
the year, electricity is imported from the grid. The 5th and 10th percentile case are defined accordingly.

The electricity storage system is sized to store the electric energy to sustain night-time operations of the oil field and is
composed of lithium-ion batteries. Based on the specifications of the battery system and the night-time electricity
requirements at the field, the required minimum battery storage capacity is found to be 3.6 GWh.

Costs of PV and battery system
Discounted cash flow analysis is used to determine the increase in jet fuel selling price associated with electrification of oil
well operations (i.e., downhole pumps) and production of renewable electricity at the well. The analysis is run over a 20-year
period which reflects the assumed lifetime of the PV system. All costs are adjusted to year-2020 USD and are allocated to
products by output volume.

Capital cost, construction labor cost, land cost and operation cost for the PV and inverter system are taken from Apostoleris
et al., (2018). A Weighted Average Cost of Capital (WACC) of 7.5% is assumed, in line with the current WACC of large petro-
chemical companies. Utility scale lithium-ion battery storage capital, installation labor, and structural balance of system costs
are taken from Fu et al., (2018), fixed and operating costs are from Mongrid (2019), and future capital cost reductions are
from Cole and Frazier (2019). Labor costs are reduced by 50% relative to U.S. benchmarks due to lower labor costs in Saudi
Arabia (Apostoleris et al., 201 8).

Lifetimes and costs for electric motors and gas-powered engines are taken from Frazier (2014). Additionally, excess natural
gas, which was previously used for combustion, and excess generated electricity is exported from the field at market value.

Minimum selling price impacts

Table 1 shows the increase in selling price per barrel of crude oil input for the four PV sizing scenarios, both with and without
the additional revenue streams from selling excess natural gas and electricity.

Table 1. MSP impacts for PV array sizing assumptions ($/bbl of crude oil)

MSP revenue adjustments * Net-cost-based MSP
PV Sizing '\l"j?g Imt;,)actl g impact
Assumption éi,] per barrel of crude  Navuval Gas Sales Electricity Sales [USD per barrel of crude
[USD per barrel of crude oil] [USD per barrel of crude oil] oil]
Worst Case 1.13 0.03 0.50 0.60
1< Percentile 0.53 0.03 0.15 0.35
5t Percentile 0.36 0.03 0.05 0.28
10 Percentile 0.32 0.03 0.02 0.27

* Note that the cost estimate disregards potential investments required for connecting the oil field to the grid

Life cycle GHG analysis of renewable electricity at the oil field
Well-to-refinery emissions at the oil field are modeled with OPGEE v.2.0b using the implemented assumptions for the
Uthmaniyah oil field. Table 2 shows the break-down of well-to-refinery emissions for the baseline case, and the worst-case
PV sizing scenario. In the renewable electricity scenario, combustion emissions are reduced due to the elimination of the
natural gas engines, and offsite emissions are reduced because electricity is produced from renewable sources.



Table 2. Breakdown of Well-to-Refinery Emissions

— Baseline Renevyal_ble

GHG Emissions Source (9COse/M)) Electricity

(9CO.e/M)J)
Combustion 0.58 0.29
Venting and Flaring 2.41 2.40
Land Use 1.14 1.14
Transport 1.27 1.26
Small Source 0.50 0.50
Offsite Emissions 0.25 0.21
Total 6.16 5.80

Additionally, the sensitivity of the lifecycle emissions reductions to the PV sizing assumption are calculated because smaller
PV systems will require additional back-up power with non-zero emissions index. As shown in Table 3, this impact was found
to be small.

Table 3. Potential well-to-refinery carbon intensity (Cl) reduction for PV array sizing assumptions

PV Sizing

Assumption Average Daily CI (gCO,e/M))

Worst Case 5.80
1+ Percentile 5.80

5" Percentile 5.80

10 Percentile 5.81

ClI Reduction from

Baseline 0.35-0.36

Abatement costs
The results from the cost and emissions analysis are combined to derive the abatement cost of one unit of CO,-equivalent
emissions. The results are shown in Table 4. Additionally, Table 4 shows the impact of natural gas and electricity exports on
the cost of avoided CO, in the renewable electricity scenario.

Table 4. Costs of avoided CO, for PV array sizing assumptions ($/tonne CO, avoided)

CO,e abatement costs, no  CO,e abatement costs,

PV Sizing additional energy export net impact after energy
Assumption revenue export revenue
(in USD per tCO,e) (in USD per tCO,e)
Worst Case 547 290
15t Percentile 258 171
5t Percentile 176 138
10* Percentile 159 132

Summary of results
Table 5 provides a summary of the MIT results from above, as well as the results for the other LCAF technologies assessed
by ANL.




Table 5. Summary of case study results

i !!eductions Fhanges Abatement cost
LCAF Technologies in Cl in cost [$/tCOse]
[9COze/M]J] [$/gal] i
Renewable energy use at oil field B B . )
[Uthmaniyah ol field] 0.35-0.36 0.006 - 0.013 132 -290
Carbon capture in the refinery 3.86 0.09 171
Hydrogen from renewable sources in the 0.54 0.014 190

refinery

@ Calculated as net change in minimum selling price for jet fuel after additional revenue streams from additional
sales of natural gas and electricity.

Milestones

The work described above has been documented in numerous Working Papers and Information Papers submitted to the FTG.
This includes FTG/02 (Montreal, September 2019), FTG/03 (Abu Dhabi, February 2020), FTG/04 (Virtual, June 2020), and
FTG/05 (Virtual, July 2020). Team members from Hasselt University and MIT participated in and contributed to all meetings.

Major Accomplishments
The MIT and Hasselt University team accomplished the following under this task:

1. As co-lead of the FTG-CLCA Task Group, Prof. Malina drafted CLCA progress reports to all FTG meetings during the
current reporting period and co-led several Task Group meetings.

2. The team submitted Information Paper (IP08) to FTG/04, which summarized the findings of the analysis on LCAF.
The LCAF abatement cost analysis will allow assessments of economic viability and will facilitate comparisons
between LCAF and biofuels.

3. The team contributed to the FTG report to SG2020/2, outlining the progress made within the core LCA and TPP
tasks.

Publications

CAEP/12-FTG04-IP08. Potential LCAF Technologies and Practices. June 2020.

CAEP/12-FTG/02-WP/06. Summary of the work of CLCA-TG since FTG/01. September 2019.
CAEP/12-FTG/03-WP/04. Summary of the work of CLCA-TG since FTG/02. February 2020.
CAEP/12-FTG/04-WP/05. Summary of the progress of the Core LCA Subgroup since FTG/03. June 2020.
CAEP/12-FTG/05-WP/02. Summary of the progress of the Core LCA Subgroup since FTG/04. July 2020.

Outreach Efforts
Progress on these tasks was communicated during weekly briefing calls with the FAA and other U.S. delegation members to
FTG, as well as during numerous FTG teleconferences between meetings.

Awards
None.

Student Involvement
During the reporting period, the MIT graduate student involved in this task was Walter Kelso.

Plans for Next Period

In the coming year, the MIT ASCENT Project 1 team will continue its work in FTG. Default core LCA values will be calculated
and proposed for additional pathways. Prof. Robert Malina will continue to lead the core LCA Task Group. Work on pathway
definitions and LCAF are currently expected to be the focus of attention. The work of the core LCA Task Group during
CAEP/12 will be summarized in a series of working and information papers presented to FTG.
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Task 2 - Support U.S. Participation in ICAO CAEP by Carrying out CLCA to
Establish Default Values for Use Under CORSIA

Massachusetts Institute of Technology
Hasselt University

Objective

During AY 2019/20, the team carried out attributional CLCA to establish or validate default values for use under CORSIA.
During the CAEP/11 cycle, the MIT ASCENT Project 1 team took leadership in applying the agreed-upon CLCA method to
establish default CLCA values for 26 unique pathways. However, the list of 26 pathways is not exhaustive, and further CLCA
analysis is required to enable inclusion of SAF technologies that are nearing commercialization. During the current reporting
period, the team supported the calculation of default CLCA values for fuels which are produced from co-processing of
biogenic feedstocks and fossil feedstocks in conventional refineries. In addition, the team contributed towards the
verification of a set of eight ethanol-to-jet production pathways.

Research Approach

Co-processing

Co-processed fuels are produced by upgrading biogenic feedstocks to jet fuel alongside petroleum feedstock in existing
refineries. In their current specification (ASTM D1655-20, A.1.2.2 (ASTM International, 2020)), ASTM allows co-processed jet
fuels to be produced by co-processing mono-, di-, triglycerides, free fatty acids, and fatty acid esters as biogenic feedstocks
at up to 5% inputs by volume through either hydrocracking or hydrotreating and fractionation. For our initial analyses, we
limited the scope of pathways under investigation to hydroprocessing via hydrotreater or hydrocracker, dependent upon the
biogenic feedstocks and petroleum derived distillates used. A simplified refinery configuration example using middle
distillates and a hydrotreater is shown in Figure 1.




Figure 1. lllustration of co-processing of HEFA bio-feedstock with middle distillates.

The initial list of feedstocks (Table 6) follows the HEFA SAF feedstocks for which CLCA values have been published (ICAQO,
2019). Co-processing is not limited to these feedstocks and the analysis can be expanded to include other feedstocks.

Table 6. List of HEFA feedstocks to be considered for co-processing

Feedstock Type Details

Used cooking oil (UCO) Waste Cooked vegetable oil

Tallow Fats from cattle slaughtering

Palm fatty acid distillate | By-product | Stripped from crude palm oil during refined palm oil production
Corn oil Extracted from distillers dry grains/solubles

Oil crops Soybean, canola/rapeseed, camelina

Palm oil Main Closed (w/methane capture) or open pond (w/o methane capture)
Brassica Carinata Primary summer crop in US/Canada

Conceptual questions for calculating the lifecycle emissions of jet fuel produced from co-processing

LCA analysis of co-processed fuels was found to require addressing the following four conceptual questions:

1.

Process yield/bio-yield calculations: The goal of the yield analysis is to determine both the total output fuel
volume and biogenic fuel volume which results from the addition of biogenic feedstock into the refinery. The
potential approaches for the analysis include: a mass balance approach that accounts for process efficiencies; an
energy balance which assumes the input feedstock fractions to apply to the outputs; and carbon dating.

GHG emissions savings: A potential approach for analyzing the lifecycle emissions of co-processed fuels is to
analyze the incremental changes of GHG emissions as compared to a refinery configuration without co-processing
of biogenic feedstocks. GHG emissions savings are then calculated as the sum of the changes in GHG output
associated with inputs such as natural gas, hydrogen, or electricity, with by-products or waste streams, and with
the emissions of petroleum-derived fuels. We note that the CORSIA CLCA method assumes combustion emissions
of the biogenic fuel portion to be zero (ICAQ, 2019).

Eligible SAF volume: In the regulatory framework, the regulator needs to determine which portions of fuel are
considered as the eligible SAF volume. The conceptual options include the (estimated) biogenic portion of the fuel
output or the total fuel output (including both the petroleum-derived and biogenic fractions).

GHG allocation: Since refineries produce multiple products, GHG emissions need to be allocated to the different
products. This step can be completed through (1) proportional attribution following mass or energy of the output
fuel portion; (2) carbon dating to directly measure biogenic content in the output fuel; or (3) free attribution which
allocates the carbon saving to any chosen portion of the output fuel.



Fuels produced through co-processing are considered in existing regulatory frameworks including the California Low Carbon
Fuel Standard (LCFS). For yield calculations under the LCFS, fuel producers can apply carbon dating, a total or carbon mass
balance-based method, and an input biogenic energy content method (CARB, 2017A; CARB, 2017B). For computing Cl, a
default value approach is used which relies on average refining emissions of conventional fuel production, output energy
content allocation, or hybrid marginal allocation by calculating the energy use difference between baseline and co-processing
production. Other methods not outlined by CARB may also be allowed but are subject to approval (California LCFS, 17 CCR
§95491 (d) (C)). CARB requires both the biogenic and total output fuel Cls to be reported (California LCFS, 17 CCR §95488.4).
Other regulatory frameworks that include co-processed fuels include the International Sustainability & Carbon Certification
System (ISCC) which suggests using an energy balance and/or carbon dating approach for yield analyses (ISCC, 2016).

During the reporting period, MIT conducted an analysis of the sensitivity of CLCA values to the different conceptual choices
outlined above. The analyses are illustrative in nature and do not provide guidance on the expected lifecycle values for co-
processed fuels. The work was conducted on the basis of two publications: Bezergianni et al., (2014), which showed
laboratory experimental results of co-processing heavy atmospheric gas oil (HAGO) with UCO at 4.8% v/v, and Garrain et al.,
(2014), which showed refinery experimental results of co-processing diesel distillate with soybean oil at 9.6% v/v. We
assumed that the soybean/diesel case would still provide valuable insight despite exceeding the ASTM limit of 5% v/v
biogenic input feedstock. Both studies present data for producing co-processed renewable diesel, and we assumed no
additional resource use for upgrading to jet fuel.

The HAGO/UCO case resulted in a lifecycle impact of 7.8 gC0O,e/MJ for the 0.039 kg biogenic portion and 84.8 gCO,e/MJ for
the 0.788kg entire jet fuel output. This result confirms that the definition of the eligible fuel will have significant impacts on
the availability and lifecycle impact associated with the eligible fuel. We note that only one output fuel is reported in
Bezergianni et al., thus only this single set of values is presented. A summary of the results for the soybean/diesel case is
shown in Table 7. The results confirm the high sensitivities to the different conceptual choices outlined above.

Table 7. LCA sensitivities and associated eligible fuel volumes for the diesel/soybean case, jet only

GHG allocation Eligible fuel Eligible fuel | Lifecycle emissions
approach mass (kg) (gCO.e/M))
Energy-based All co-processed jet fuel 42,735 86.7

Energy-based Biogenic diesel portion only | 3,519 60.5
Total-mass-based All co-processed jet fuel 42,735 86.6
Total-mass-based Biogenic diesel portion only | 3,519 60.3
Carbon-mass-based All co-processed jet fuel 42,735 88.1
Carbon-mass-based Biogenic diesel portion only | 3,519 72.0

Free attribution to Jet | All co-processed jet fuel 42,735 86.4

Free attribution to Jet | Biogenic diesel portion only | 3,519 57.8

Two approaches for computing the lifecycle impacts of co-processed fuels

We outlined two approaches to perform the default CLCA value calculations:

e  Bottom-up approach: This method calculates Cls from detailed process data for each well-to-wake process step.
The approach is similar to the approaches for SAF pathways described in ICAO (2019). An example process
diagram for the biogenic portion of a fuel produced from co-processing tallow is shown in Figure 2. During the
reporting period, MIT supported ANL in setting up a linear programming study to help obtain the data for a
bottom-up assessment from refinery modeling.



Figure 2. Bottom-up approach outline for calculating carbon intensity of biogenic jet fraction.

e Top-down approach: This method relies on (published) Cl data for certain process steps, which are adjusted to reflect
the specific conditions of the production process under investigation. As such, it does not derive Cls from detailed
process data (e.g., GHG emissions associated with heavy duty truck transport of fuel). For example, existing data
from existing SAF assessments could be combined with data from an approved application to the Californian LCFS
for producing co-processed renewable diesel using tallow at BP Cherry Point, WA (CARB, 2019). The resulting
calculation method is outlined in Figure 3. Due to a lack of published data, this method was determined to be viable
for validating results from a detailed bottom-up analysis only.

Figure 3. BP Cherry Point tallow co-hydrotreating report data and top-down approach outline.

CLCA Validation and verification

The Hasselt University (UHasselt) team served as the verifier for a set of eight new core LCA pathways based on (Et))
conversion technologies. Separate default core LCA values were calculated for four types of feedstocks and two distinct
conversion technologies (integrated Et) and stand-alone Et) process).

Core LCA values for EtJ pathways from agricultural residues, forest residues, miscanthus, and switchgrass were modelled
and the resulting default CLCA values were proposed at FTG/4 initially. Because the heat integration assumption in ethanol
and jet fuel production changes the CLCA values significantly, two sets of default CLCA values for the standalone (without
heat integration) and integrated (with heat integration) pathway were proposed. The CLCA TG used the same inputs and
outputs of the Et) process for calculating the approved default CLCA values of the approved corn grain Et) pathway.



Since FTG/3, the core LCA modelling groups, including Hasselt University, reviewed the standalone EtJ process through an
extensive literature review and collected a life-cycle inventory of the Et) process from various research papers. With the
literature review, detailed analyses, and discussion among the modeling group and industry, the CLCA modeling group has
included the dataset provided by LanzaTech and two more life-cycle inventories. The modelers used the average datasets for
the standalone pathways within the Greenhouse Gases, Regulated Emissions, and Energy Use in Technologies (GREET) model.
The calculations have been verified by Hasselt University and approved by the modelling team from the three institutions.
Table 8 shows the approved default core LCA values for the four standalone EtJ pathways.

Table 8. Default CLCA values for FTG approval for the standalone Et) pathways

In order to guarantee consistency in the final results, the CLCA values of the four Et) pathways with the integrated design
were recalculated, using the appropriate parts of the agreed-upon life-cycle inventories for the standalone design pathways.
ANL was the modeler of this pathway, with UHasselt serving as verifying institution. Table 9 shows the approved default core
LCA values for the integrated Et) pathways.

Table 9. Default CLCA values for FTG approval for the integrated Et) pathways

Milestone

The work described above has been documented in numerous Working Papers and Information Papers submitted to the FTG.
This includes paper for FTG/02 (Montreal, September 2019), FTG/03 (Abu Dhabi, February 2020), FTG/04 (Virtual, June
2020), and FTG/05 (Virtual, July 2020). Team members from Hasselt University and MIT participated in and contributed to
all meetings. In addition, progress on the co-processing analysis was presented at the Spring ASCENT meeting (Virtual, March
2020).

Major Accomplishments
The MIT and Hasselt University team accomplished the following under this task:
1. The team submitted and presented working paper WP/06 to FTG/02.
2. The team submitted and presented information paper IP/07 and working paper WP/04 to FTG/03, which summarize
approaches and challenges for CLCA analyses of co-processed fuels.




3. The team submitted and presented information paper IP/07 and working paper (WP/05) to FTG/04, which proposed
the bottom-up and top-down approach for calculating CLCA values for co-processed fuels.

4. The team submitted and presented working paper WP/02 to FTG/05, which reported progress towards working with
fuels industry experts towards obtaining data and better understanding of methods.

5. The team presented “Updates on Lifecycle Analysis: Methods for Analyzing Co-processing and for Systematically
Capturing Uncertainty” at the Spring ASCENT meeting.

Publications

Written reports

CAEP/12-FTG/02-WP/06. Summary of the work of CLCA-TG since FTG/01. September 2019.

CAEP/12-FTG/03-IP/07. Summary of the work of CLCA-TG on co-processing since FTG/02. February 2020.
CAEP/12-FTG/03-WP/04. Summary of the work of CLCA-TG since FTG/02. February 2020.

CAEP/12-FTG/04-IP/07. Summary of progress since FTG/03 on calculating LCA values for fuels produced through co-
processing of biogenic feedstock with petroleum feedstock. June 2020.

CAEP/12-FTG/04-WP/05. Summary of the progress of the Core LCA Subgroup since FTG/03. June 2020.
CAEP/12-FTG/05-WP/02. Summary of the progress of the Core LCA Subgroup since FTG/04. July 2020.

Presentations
Project 1 ASCENT Spring Meeting. "Updates on Lifecycle Analysis: Methods for Analyzing Co-processing and for Systematically
Capturing Uncertainty," March 2020.

Outreach Efforts

Progress on these tasks was communicated during weekly briefing calls with the FAA and other U.S. delegation members to
FTG, as well as during numerous FTG teleconferences between meetings. Furthermore, the team collaborated extensively
with experts from the fuels industry for obtaining reliable data to model LCA values for co-processed fuels. In addition, MIT
presented its work under Project 1 to ASCENT at the bi-annual meeting in Spring 2020 (virtual meeting, March 31-April 1) in
the form of a presentation.

Awards
None

Student Involvement
TJ Park, Master’s degree student at MIT, performed most of the analysis on co-processing.

Plans for Next Period

The team will continue to carry out attributional CLCA to establish default values for use under CORSIA. More specifically,
the team expects to support efforts to determine CLCA values for co-processed fuels and for novel fuel pathways (e.g.,
catalytic thermolysis), as well as establishing additional default core LCA values for pathways such as jatropha HEFA, for
example.
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Task 3 - Contribute to the Development of the Fuel Production
Assessment for CORSIA-eligible Fuels out to the Year 2035

Hasselt University

Objective

The UHasselt team aimed to contribute to the development of the fuel production assessment for CORSIA-eligible fuels out
to the year 2035. The results of this scenario exercise will then be extrapolated to 2050 and fed into the CAEP Modelling
and Databases Group (MDG) process. During the reporting period, this work was accelerated and re-scoped to inform efforts
under ICAQ’s Long-Term Aspiration Goals (LTAG) Task. The research will be completed jointly with researchers from
Washington State University and Purdue University.

Research Approach
The work for this task focused on two items:
1. The development of a set of techno-economic models for representative SAF pathways that can be used to estimate
capital costs and financial public support needs in the 2035 fuel production scenarios and during the ramp-up; and
2. A comprehensive update of the short-term production database, which will be used to develop an intermediate
waypoint (year 2025) for the short-term production scenarios.

Techno-economic models for scenario development

UHasselt and Purdue University conducted a review of the archival literature and SAF-specific research projects. A total of 56
distinct studies were identified that contained 336 different cases. A case refers to one or more combinations of different
parameters for which a (MSP) or net present value (NPV) is estimated in a reference paper. These parameters differ by case
and may include process types, feedstocks, co-products, plant sizes, financial assumptions, plant location, etc.

A database was built that captures assumptions and parameter estimates as presented in the studies reviewed. Assumptions
and parameters include but are not limited to: feedstock (type and amount), fuel production process, location of plant,
location of feedstock sourcing, plant capacity, co-products, discount rate, reference year, plant life, equity/loan fraction,
inflation rate, depreciation late, loan interest rate, base year, internal rate of return.

Not all parameters have yet been filled in for the 336 cases. However, based on initial assessment, assumptions differ
significantly across the studies. The 336 cases were compared based on the reference year (year that fuel production is
assumed to start), feedstock considered, and the fuel production pathways considered.

Five pathways account for almost 80% of all cases (Figure 4). In particular, the HEFA process is the one most frequently
reported pathway (94 cases), followed by alcohol-to-jet (ATJ) (69 cases), synthesized iso-paraffins from hydroprocessed
fermented sugars (SIP) (44 cases), Fischer-Tropsch processing (FT) (42 cases), and fast pyrolysis and hydroprocessing (FPH)
(20 cases).



Note: Numbers on the chart represent the number of corresponding conversion pathways reported in the constructed dataset. The following
abbreviations are used on the figure: Hydroprocessed esters and fatty acid (HEFA), Alcohol-to-jet (AT]J), Synthesized iso-paraffins (SIP),
Fischer-Tropsch (FT), Fast pyrolysis and hydroprocessing (FPH), Aqueous-phase processing (APP), Catalytic hydrothermolysis (CH),
Hydrotreated depolymerized cellulosic jet fuel (HDCJ).

Figure 4. Pathways considered in TEA studies (frequency)

Figure 5. Feedstocks considered in TEA studies (frequency)

Over 30% of the analyzed cases use sugarcane as an input feedstock, followed by corn stover (10% of all cases) and camelina
(8%) (Figure 5). The set of the feedstock inputs is highly diversified, representing over 50 varieties. Note that the high number
of sugarcane cases is driven by several sugarcane studies assessing multiple cases.

The reported studies rely on different reference years, spanning from 2007 to 2018 (Figure 6). There are 13 cases with non-
identified reference year. To make these cases comparable within our dataset, we assumed that the reference year is three

years prior to the publication year.




Figure 6, Reference years of TEA studies considered.

Based on the comprehensive literature review, a set of spreadsheet models has been developed for three ASTM-approved
fuel pathways: HEFA, FT, and AT)J. Feedstocks considered include vegetable and waste oils, municipal solid waste, forest and
agricultural residues, and bulk ethanol and isobutanol. A subset of the models is available to FTG experts in the ICAO portal.
The models estimate the financial viability for a specific fuel pathway. They account for capital expenses, operating expenses
and revenue streams from co-products in order to estimate the minimum selling price of the fuel pathway under a set of
user-determined financial assumptions. The current model parameters reflect the state of the knowledge from the archival
literature.

The models also have the capability to quantify the impact of a set of policies (e.g., loan guarantee, capital grant, feedstock
subsidy, fuel production) on the financial viability of different fuel pathways. The policy impact calculated by the model
builds upon the results of a previous AFTF analysis conducted by MIT, Purdue University, and UHasselt as documented in
CAEP/11-AFTF/07-IP/14. The models, in their current form, represent U.S. production characteristics. However, production
characteristics in other world regions will be different from the U.S., and the U.S. results from the tool are not representative
of other parts of the world. Table 10 contains a list of parameters that can be assumed to be dependent on the location of
the CORSIA eligible fuel (CEF) production.

Each Excel file, which was developed under the leadership of the Washington State University team, is a combination of
multiple feedstocks and conversion pathways and includes both capital and operating costs. Inside battery limit (ISBL)
equipment costs were determined from literature, Aspen modeling, and quotations. The ISBL equipment costs were increased
using ratio factors to cover all other capital costs.

Table 10. Proposal for location-specific parameters in the techno-economic models

OPERATING EXPENSES CAPITAL EXPENSES FINANCIAL ASSUMPTIONS
feedstock - purchase and transport construction corporate tax rate property insurance
utility prices, e.g. electricity, natural gas, installation inflation local taxes
hydrogen
consumables land value depreciation schedule  equity
labor wages and burden region factor for purchases discount rate loan interest rate
REVENUE loan term (yrs)
Distillate co-product prices

AT



The outputs of the analysis are minimum selling price (MSP) values for the applicable fuel. In addition, capital costs, operating
costs and fuel volumes are calculated. The capital costs are presented as equipment costs, equipment cost totals by
manufacturing area, total direct costs (TDC), fixed capital investment (FCI), and total capital investment (TCl). Operational
costs are reported as single line items, manufacturing area totals, variable and fixed costs. The details allow users to focus
on costs that are most relevant for a given process and feedstock combination for each region, country, or specific location.
All fuel distillate values are linearly related to jet fuel MSP using relationships developed by historical fuel cost data available
from the U.S. Energy Information Administration. World-region relationships can be added as an option if FTG decides to
pursue this option and if the necessary data is obtained.

Users can input a variety of information to tune the analysis to a specific world region, facility scale, and yield. Economic
parameters (discount rate, inflation, percent equity, depreciation schedule, etc.), cost parameters (electricity, natural gas,
hydrogen, etc.), technical data/assumptions (feedstock, yield, distillate split, etc.) and policy impact (output subsidies,
feedstock subsidy, capital grant, etc.) can be altered.

Short-term production database

The short-term production projections database has been updated and revised for the current timeframe (2020-2025).
Furthermore, it has been reorganized for ease of management and scenario filtering. It includes six sheets: Announcements
& Projections; Codes, ASTM Spec, Facility Type; Conversions & Jet Fuel Ratios; Maturity Definitions; Scenario Definitions; and
Updates. The “Announcements and Projections” sheet is organized alphabetically by company, with a single row for each
known facility. The database currently includes 131 companies/ventures and 247 facilities. Drop-down menus are used in
columns C (Code), L (ASTM specification), and P (Facility Type) to ensure consistency of entries. The “Code” in column C helps
to track whether the company has indicated specific plans to produce jet fuel (code 1, green), has indicated jet as a possible
product (2, blue), has a process that is compatible with producing jet fuel but no announced intent (3, purple), has a process
that provides an intermediate for jet fuel (4, peach), if the company is defunct (5, grey), etc. Total fuel production is entered
in original units in column U and then harmonized to kilotonnes/year (kt/y) in column V. If a specific jet fuel production
quantity has been announced for the facility, it is included in column W. Alternatively, default product slate values for low
and high SAF production are calculated in columns Y and Z, respectively, utilizing the default product slates found on the
“Conversions & Jet Fuel Ratios” sheet. Defunct companies are kept on the list to avoid re-researching the same companies
later (but these will be excluded from scenario analyses). The goal is to have all projections referenced with a link or other
public information in column N. Currently, placeholder columns for low, medium, and high production scenarios are in
columns AA to AY. These will be populated during the CAEP/12 cycle based on decisions regarding maturity and scenario
definitions (see 2.7 and 2.8 below).

The “Codes, ASTM Spec, Facility Type” sheet provides the definitions for three of the drop-down columns in the
Announcements & Projections sheet. The “Conversions & Jet Fuel Ratios” sheet provides conversion factors for various units
of production (e.g., millions of gallons or liters per year, cubic meters, etc.) into kt/y, and provides default low and high jet
fuel product slates for various processes to populate the low/high jet fuel entries in the Announcements & Projections sheet.
It is planned to align the jet fuel conversion factors and product slate ratios between the techno-economic analyses for the
various processes and the short-term database assumptions.

The “Maturity Definitions” sheet provides criteria for assessing company maturity as an element that will be used to determine
inclusion in future production scenarios. The CAEP/10 analysis used the technology maturity (i.e., a fuel being qualified
under ASTM, under evaluation, or not yet in process) and company maturity (experience producing fuel, financial backing,
etc.) as criteria for inclusion in various production scenarios. Draft CAEP/12 criteria for assessing maturity are included;
however, these maturity criteria have not yet been discussed/developed by the TPP subgroup and are provided solely as an
example to aid FTG in understanding how maturity criteria will be developed during the CAEP/12 cycle. Further development
of maturity definitions and their application to producers is planned by the TPP sub-group.

The “Scenario Definitions” sheet provides a set of potential rules for inclusion of companies and extent of commercial
deployment success that take into account the industry-wide challenges of bringing company plans to fruition. An initial
table of scenario definitions is included; however, these scenario definitions have not yet been discussed/developed by the
TPP subgroup and are solely provided as an example to aid FTG in understanding how scenarios will be developed during
the CAEP/12 cycle. Further development is planned.



The “Updates” sheet provides space for proposed modifications to the Announcements & Projections sheet. The use of the
Updates sheet allows TPP to vet changes before they are made and track changes over time. It also ensures that all entries
made into the Announcements & Projections sheet can be made consistently using the revised format.

Milestone

The work described above has been documented in several Working Papers submitted to the FTG. This includes papers
submitted to FTG/02 (Montreal, September 2019), FTG/03 (Abu Dhabi, February 2020), and FTG/04 (Virtual, June 2020).
Team members from Hasselt University and MIT participated in and contributed to all meetings.

Major Accomplishments
e The team presented the comprehensive literature review at the FTG/3 meeting.
e The team presented and led a discussion on the spreadsheet TEA models at the FTG/4 meeting.
e A subset of the spreadsheet TEA models is available for FTG-internal use at the ICAO portal.

Publications

Written reports

CAEP/12-FTG/02-WP/09: Potential Methodology for the Fuel Production Evaluation Task

CAEP/12-FTG/03-WP/10: Summary of the progress on inventory of techno-economic analyses on sustainable aviation fuel
CAEP12/FTG04/WPO03: Update on fuel production assessment and TEA

CAEP12/FTGO4/1PO5 TPP Short Term Projections Database

Awards
None

Student Involvement
None

Plans for Next Period

The team will draft year-2035 fuel production scenarios based on using a market diffusion approach on the production
ramp-up contained within the short-term production database and will bring forward scenario results at the Spring 2020
FTG meeting. The team will also provide guidance for MDG and LTAG TG on 2050 production scenarios.

Task 4 - Develop Methods for Probabilistic Life-cycle Analyses and

Probabilistic Techno-economic Analyses of SAF
Massachusetts Institute of Technology

Objective

Previous studies have shown that there is significant variability and uncertainty in the life cycle emissions of renewable drop-
in fuels (e.g., Sills et al., 2012, Fortier 2014). Variability has been addressed by calculating local sensitivities and by
generating a deterministic range of estimates including maximum, minimum, and most likely values (e.g., Staples et al.
2014, Stratton et al., 2011, Seber et al. 2014, Galligan 2018, Rosen 2017). Uncertainty has been quantified for selected
pathways (Suresh et al., 2018), however a probabilistic quantification of uncertainty across a number of AJF pathways has
not been carried out.

Similarly, MIT previously conducted stochastic TEA studies for a wide set of feedstock-to-fuel pathways to convert biomass
or industrial and household wastes into alternative aviation fuel in the U. S. The resulting literature (e.g., Bann et al., 2017;
Yao et al., 2017; Suresh et al., 2018; Pearlson et al., 2013, Seber et al., 2014; Bond et al., 2014; Staples et al., 2014) shows
that alternative aviation fuels will remain more expensive to produce than conventional jet fuel in the short- to medium-term,
but also highlights the range of potential cost outcomes.

These existing TEA and LCA studies have evaluated nationwide uncertainty but did not intend to capture or disentangle this
this nationwide uncertainty from regional variability in key inputs. The latter variability manifests itself in factors such as
yield, utility prices, and emissions factors, and capital area cost factors. Under this task, we develop a high-resolution



stochastic TEA and LCA model to disentangle the impacts of regional variability and nationwide uncertainty in key input
parameters on costs and lifecycle impacts. The results of a combined probabilistic LCA would help researchers, policymakers,
technology developers, and investors to evaluate the risks and likely emissions outcomes of AJF production and use in a
systematic way. In addition, disentangling variability from uncertainty would guide decisionmakers in choosing the most
efficient implementation strategies.

Research Approach

High Resolution Feedstock Availability

MIT has previously investigated the production potential of SAF in 2050 in the U. S. across scenarios assuming different
economic, climate, and land use assumptions (Galligan 2018). This high-resolution feedstock availability model coupled with
regional stochastic LCA and TEA modeling enables the proposed work.

County level crop availability is determined using 2035 land use projections and future crop yield assumptions. Land use
patterns in the U.S. in 2035 are modeled with a spatial resolution of 250 meters by the U.S. Geological Survey FORE-SCE
project under Intergovernmental Panel on Climate Change (IPCC) Special Report Emissions Scenarios (SRES) A1B, A2, B1, and
B2 (Sohl et al., 2014). Land use changes for crop cultivation is considered on the following land classifications: mechanically
disturbed lands, barren, grassland, shrubland, herbaceous and woody wetland, and hay and pasture land. For all crops
except switchgrass and miscanthus, historical U.S. Department of Agriculture (USDA) county level yield data is extrapolated
to 2035 and capped by the agro-climatically attainable yield from the Global Agro-Ecological Zone (GAEZ) version 3.0 model
(Fischer, 2012). County level switchgrass and miscanthus yields in 2035 are drawn from the baseline scenario in the 2016
Billion Ton Report (Langholtz, Stokes, and Eaton, 2016).

Crop residue availability is determined using present day crop-specific land cover data, 2035 cropland area, residue quantity
per unit crop yield, and sustainable residue removal rates. Crop-specific land cover data is used to determine the distribution
of crops on cropland in each county in 2035 and is assumed equal to the crop distribution in 2019 (USDA National
Agricultural Statistics Service Cropland Data Layer, 2019). The residue quantity per unit crop yield is available for each crop
from Lal (2005), and county level sustainable crop residue removal rates are available from Muth et al., (201 3).

Forest residue availability is taken from 2035 county level results from the baseline scenario in the 2016 Billion Ton Report.

Waste products evaluated include animal fats, waste grease, and municipal solid waste (MSW). Waste grease production is
available on a per capita basis from Wiltsee (1998), while animal fat production on a per capita basis is calculated using 2017
USDA census data, 2017 USDA animal slaughter data and animal byproduct fractions (USDA, 2018). Municipal solid waste
availability is calculated on a per capita basis in 2035 with data from Hoornweg (2012), and 2017 discard fractions from the
U.S. Environmental Protection Agency (EPA, 2019). County level population projections in 2035 are available from Hauer
(2019) for the five Shared Socioeconomic Pathways (SSP). The SSP data is mapped to the SRES scenarios according to Riahi
et al., (2017) for consistency with the USGS FORE-SCE land use models.

Stochastic Life Cycle Assessment

The stochastic LCA model builds off deterministic LCA models which quantify GHG emissions along the AJF supply chain
from feedstock cultivation and collection to transportation and combustion. Key stochastic inputs for each step in the LCA
model are shown in Table 11.



Table 11. Stochastic LCA inputs

Life Cycle Step Stochastic Inputs
Feedstock cultivation n

Crop yield
- Soil nutrient requirements
Feedstock harvesting, collection, and recovery n Cultivation energy

- Electricity emissions factor
Feedstock transportation n Transportation distance

- Transportation fuel emissions factor
Feedstock pre-processing and fuel conversion n

Energy utility requirements

- Feedstock-to-fuel conversion efficiency
- Utility emissions factors

Fuel transportation " Transportation distance

- Transportation fuel emissions factor

The LCA method uses energy allocation for allocating emissions among energy products along the conversion process. The
calculated LCA values include emissions generated during ongoing operational activities and emissions embedded in all
utilities used. Preliminary stochastic LCA results for the corn grain iso-butanol ATJ pathway in the year 2018 are shown in
Figure 7 for a sample of ten U.S. states, along with preliminary stochastic LCA results when U.S.-wide uncertainty is evaluated.
The results assume that all life cycle steps occur within the same U.S. state.

Figure 7. Preliminary regional stochastic LCA for corn grain iso-butanol AT]J.

Preliminary results indicate that regional stochastic LCA modeling can reduce life cycle emissions uncertainty for the AT)
pathway by capturing regional variability in key inputs. Further development of the stochastic LCA modeling is ongoing for
all feedstocks and pathways.

Stochastic Techno-Economic Analysis

The stochastic TEA model and stochastic LCA model use harmonized inputs where appropriate, including feedstock vyield,
chemical and utility requirements, and transportation distance and method. Key stochastic inputs for each step in the TEA
model are shown in Table 12.




Table 12. Stochastic TEA inputs

Life Cycle Step Stochastic Inputs
Feedstock cultivation = Crop yield

" Soil nutrient requirements

- Fertilizer and chemical costs
Feedstock harvesting, collection, and recovery n Cultivation energy

- Utility and labor costs
Feedstock transportation n Transportation distance

|

Transportation fuel costs

Feedstock pre-processing and fuel conversion Energy utility requirements

Feedstock-to-fuel conversion efficiency
Utility and chemical emissions costs
Refinery capital costs

Non-fuel product prices
Transportation distance
Transportation fuel costs

Fuel transportation

Milestone
The team briefed FAA on progress during the ASCENT meetings in Spring and Fall 2020.

Major Accomplishments
MIT has developed the framework for harmonized regional stochastic LCA and TEA models. Further development of the
TEA and LCA models and integration with regional feedstock availability will occur in the next period.

Publications
N/A

Outreach Efforts

MIT presented the work under this task at the biannual meeting in Spring 2020 (virtual meeting, March 31-April 1) in the
form of a presentation. During the ASCENT Fall 2020 meeting (virtual meeting, September 29-30), MIT provided an update
through a poster presentation.

Awards
None

Student Involvement
The MIT graduate students involved in this task was Walter Kelso.

Plans for Next Period

MIT will further develop methods for probabilistic life-cycle analyses and probabilistic techno-economic analyses. More
specifically, the MIT team will disentangle uncertainty from stochasticity by using a higher-resolution LCA model. This high-
resolution approach will provide insights in the regional variability of lifecycle emissions for different SAF pathways in the
U.S. and the associated risks by area. This data will further be combined with a regionalized stochastic TEA model (Bann et
al., 2017) and previous work on U.S.-specific assessments of long-term SAF availability (Galligan 2018) to obtain a holistic
assessment of U.S.-sourced SAF availability in 2035. The results will guide researchers, policymakers, technology developers,
and investors in prioritizing geographic areas of SAF development and in better understanding the risks and uncertainties
associated with specific choices.
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Task 5 - Support Coordination of All AO1 Universities’ Work on SAF
Supply-chain Analyses

Massachusetts Institute of Technology

Objective

The objective of this task is to provide support for coordination of all ASCENT Project 1 (AO1) Universities’ work on SAF
supply-chain analysis. The sharing of methods and results decreases the replication of AO1 Universities’ work on similar
topics.

Research Approach
The MIT AO1 team performed several functions to accomplish this task.

e Participated in the bi-weekly AO1 coordination teleconferences, which were used as a venue to discuss progress on
various grant tasks and learn about the activities of other ASCENT universities. The team also presented current
research on co-processing to the AO1 universities.

e Contributed to efforts for developing a special journal issue on SAF based on the research conducted under AOT.

Milestone
The MIT ASCENT AO1 team presented current research to other ASCENT universities.

Major Accomplishments
The major accomplishments associated with this task include participation in bi-weekly AO1 coordination teleconferences;
presentation of current research to other ASCENT universities; and contribution to the development of a journal special issue.

Publications
N/A

Outreach Efforts
See above.

Awards
None

Student Involvement
N/A

Plans for Next Period
Continued engagement in bi-weekly teleconferences and other events to disseminate MIT’s AO1 work. In particular, the MIT
team expects to contribute to a collection of articles on SAF development.
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e Period of Performance: September 18, 2014, to February 28, 2021
e Tasks:
o Task 1. Engine-to-engine variability at Honeywell (completed and reported in the ASCENT 2018-19 annual
report).
o Task 2. Ground-based non-volatile particulate matter (nvPM) emissions from an IAE V2527-A5 engine
burning four different fuel types (completed and reported in the 2018-19 annual report).
o Task 3. Re-examination of engine-to-engine particulate matter (PM) emissions’ variability using an
Aerospace Recommended Practice (ARP) reference sampling and measurement system (being executed).
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Project Overview

The International Civil Aviation Organization (ICAO) has published the revised ICAO Annex 16 Vol. Il specifying a standardized
sampling system for the measurement of non-volatile particulate matter (nvPM) from aircraft engines for use in certification.
The Missouri University of Science and Technology (MS&T) owns and operates the ICAO Annex 16 Vol. Il compliant North
American mobile reference system (NARS) to measure nvPM emissions from the exhaust of aircraft engines. The work under
this project exploits the use of the NARS to address issues associated with ambient condition corrections, engine-to-engine
variability, and fuel formulation sensitivity. Under ASCENT Project 2, work has been performed on three major Tasks:

Task 1

Testing has taken place at Honeywell as part of a series of measurements to acquire certification-like data on a set of engines
identified by ICAO Committee on Aviation Environmental Protection (CAEP) Working Group 3 (Emissions Technical) Particulate
Matter Task Group (CAEP/WG3/PMTG) to be representative of the commercial fleet for entry into the nvPM values database.
The engine-to-engine variability of nvPM emissions data from a sample of a large number of engines is required in order to
assess the characteristic variability of these engines, which is critical in establishing a regulatory limit for nvPM number- and
mass-based emissions. The measurement activity in this Task has been undertaken by Honeywell personnel under
subcontract to MS&T. Technical oversight was provided by the MS&T team. This Task was completed in 2019 and reported
upon in the 2018-19 annual report.

Task 2

The NARS and its ancillary equipment have been used to characterize ground-based nvPM emissions from an IAE V2527-A5
engine burning four different fuel types. This work was conducted as part of the NASA/DLR Multidisciplinary Airborne
Experiment (ND-MAX) campaign. This Task was completed in 2019 and the results of this study have been described in the
2018-19 annual report. In 2019-20 the data has been uploaded to NASA-DLR database for the ECLIF/ND-MAX and
discussions leading to a publication are currently underway.

Task 3

The NARS and its ancillary equipment are being prepared to quantify the impact of changing conditions on nvPM emissions
from a combustor rig and to develop methods for the use of inventory modeling. This Task has been the primary focus of
Project 2 in the period October 2019 through September 2020. The preparation has included the recalibration of the mass
instruments (LIl and MSS+) and the number (APC) and the size instrument (DMS500). The NARS has been operated in its
entirety using a minicast as a surrogate source to ensure its continued operability during the pandemic waiting period.

Task 1 - Engine-to-Engine Variability at Honeywell
Missouri University of Science and Technology

Completed and reported in 2018-19 annual report.

Task 2 - Ground-Based non-volatile Particulate Matter (nvPM) Emissions
from an IAE V2527-A5 Engine Burning Four Different Fuel Types

Missouri University of Science and Technology

In 2019-20, the data was uploaded to NASA-DLR database for the ECLIF/ND-MAX and discussions leading to a publication
are currently underway.



Task 3 - Re-Examination of Engine-to-Engine Particulate Matter (PM)
Emissions Variability Using an Aerospace Recommended Practice (ARP)

Reference Sampling and Measurement System
Missouri University of Science and Technology

This Task has been the primary focus of Project 2 in the period October 2019 through September 2020.

Objectives
Changing inlet conditions affect nvPM emissions from aircraft engines. A combustor rig test provides the most flexibility to

quantify the impact of changing conditions on nvPM emissions and to develop methods for use in inventory modeling. The
MS&T/Aerodyne team will work with Honeywell to conduct combustor rig tests, collect nvPM mass and number emissions
data, and analyze data to determine nvPM ambient corrections.

Research Approach

¢ Define and assemble a standardized nvPM measurement system that will include the same mass measurement
system that was used to sample nvPM from 25 Honeywell HTF7350 production engines in 2017.

e Design and fabricate nvPM emissions rakes and combustor rig adaptive hardware required to enable nvPM and
gaseous emissions data to be acquired from Honeywell’s existing HTF7000 Combustor Test Rig.
Perform four combustor rig tests with Jet A and three alternative fuels.

e Vary combustor test conditions (derived from engine cycle performance analysis, covering a range of engine
ambient inlet conditions on the ground and at altitude) and measure nvPM emissions.

e Analyze data to inform performance-based nvPM emissions modeling for all altitudes.

Milestone
The funding for the Honeywell and Aerodyne sub awards is in place and work is underway to prepare for testing at
Honeywell’s combustor rig facilities in Phoenix, AZ.

Major Accomplishments
e Honeywell and the MS&T/Aerodyne team have assembled two standardized nvPM emissions measurement
systems. Key components are in the process of being recalibrated.
e Honeywell has completed design and fabrication of rakes and adaptive rig hardware required to enable nvPM
emissions measurements in the HTF7000 Combustor Test Rig.

Honeywell has completed the initial set up of the sampling system and performed the shakedown test.

Honeywell found some hardware interferences in the shakedown tests and these have been corrected.

Honeywell has conducted a second shakedown test and the sampling system was deemed ready for testing.

It was anticipated that testing would start in March 2020, however, the onset and continuation of the COVID-19

pandemic throughout the remainder of this reporting period has thwarted all attempts to initiate the testing phase

of this Task. This is mainly due to the fact that the initial testing phase required the MS&T team (i.e., MS&T and

Aerodyne) to deploy instrumentation and personnel from Missouri and Massachusetts, respectively.

e The Honeywell team, MS&T team, and the FAA have conducted bi-weekly planning teleconferences, but these have
largely focused on potential alternative deployment strategies should things improve with travel restrictions driven
by the pandemic.

e During the pandemic delay, the calibrations required for the Honeywell and NARS nvPM measurement systems
expired. These instruments are currently undergoing recalibration with the hope that the testing can be resumed
in early 2021.

Publications
N/A

Outreach Efforts
Presentations on the project plan to date have been made at:
e  ASCENT virtual advisory board meetings held in April and September 2020.




e AEC Roadmap virtual meeting held in May 2020.

Awards
None

Student Involvement

Three undergraduate research assistants (Christian Hurst, Nicholas Altese, and Susan Donaldson) were employed in pre-test

activities, including individual component testing and calibration and data reduction and interpretation. None of these
students have graduated.

Plans for Next Period
e Re-install and shakedown of nvPM combustor rig measurement system with rig in test cell.
e Conduct initial rig test with Jet A (Phase I).
e Conduct rig test with three sustainable aviation fuel blends (Phase ).




Project 003 Cardiovascular Disease and Aircraft Noise
Exposure
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Project Lead Investigator
Junenette L. Peters
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Boston University School of Public Health
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University Participants

Boston University (BU)
e  PIs: Prof. Jonathan Levy (University Pl), Prof. Junenette Peters (Project PI)
e FAA Award Number: 13-C-AJFE-BU-016
e Period of Performance: October 1, 2019 to September 30, 2020

Massachusetts Institute of Technology (MIT)
e Sub-Pl and Co-l: Prof. R. John Hansman, Dr. Florian Allroggen

Tasks (Performance Period)
Related to 2018 FAA Reauthorization, Section 189, Tasks 1-3
1. Generate final results for analyses of hypertension and aircraft noise exposure.
2. Generate preliminary results of supporting analyses.
a. Trends of aircraft noise exposure.
b. Sociodemographic patterning of aircraft noise exposure.
3. Assess suitability of existing cohort data on sleep quality and develop a noise-sleep analysis plan.
4. Develop an analysis plan for cardiovascular disease (CVD) and aircraft noise exposure and generate descriptive
statistics.
Related to 2018 FAA Reauthorization, Section 189, Task 4
5. Develop a model for measuring change in business activities attributable to aircraft noise exposure
prototyping a model city.

Project Funding Level

Total funding (three-year funding): $1,729,286

Matching: $1,729,286

Source of matching funds: Nonfederal donors to the Nurses’ Health Study (NHS), Health Professional Follow-up Study
(HPFS), and Women’s Health Initiative (WHI) cohorts.

Investigation Team

Junenette Peters, Pl, Boston University

Dr. Peters is responsible for directing all aspects of the proposed study, including study coordination, design and analysis
plans, and co-investigator meetings.



Jonathan Levy, Boston University
Dr. Levy will participate in noise exposure assessment and provide expertise in the area of predictive modeling and air
pollution.

Francine Laden, Jaime Hart, and Susan Redline, Harvard Medical School/Brigham and Women’s Hospital

Dr. Laden is our NHS and HPFS sponsor for this ancillary study. Dr. Hart will assign aircraft noise exposures to the geocoded
address history coordinates of each cohort member. Dr. Laden and Dr. Hart will also assist in documenting data from the
NHS and HPFS based on their previous experience in air pollution and chronic disease outcome research in these cohorts
and in appropriate analyses of hypertension and cardiovascular outcomes. Dr. Redline will lead efforts related to noise and
sleep disturbance in the NHS and WHI.

John Hansman and Florian Allroggen, Massachusetts Institute of Technology

Dr. Hansman will participate in the economic impact assessment and will provide expertise on analytical approaches for
quantifying noise. Dr. Allroggen will perform an economic impact assessment based on his expertise in analyzing the societal
costs and benefits of aviation.

Project Overview

Exposure to aircraft noise is considered the most significant perceived environmental impact of aviation in communities
surrounding airports (Wolfe et al., 2014). Exposure to aircraft noise has been associated with physiological responses and
psychological reactions (Bluhm & Eriksson, 2011; Hatfield et al., 2001), including sleep disturbances, sleep-disordered
breathing, nervousness, and annoyance (Hatfield et al., 2001; Rosenlund et al., 2001). Recent literature, primarily from
European studies, provides evidence of a relationship between aircraft noise and self-reported hypertension (Rosenlund et
al., 2001), increased blood pressure (Evrard et al., 2017; Haralabidis et al., 2008; Haralabidis et al., 2011; Jarup et al., 2008;
Matsui et al., 2004), antihypertensive medication use (Bluhm & Eriksson, 2011; Floud et al., 2011; Franssen et al., 2004;
Greiser et al., 2007), and incidence of hypertension (Dimakopoulou et al., 2017; Eriksson et al., 2010). However, the extent
to which aircraft noise exposure increases the risk of adverse health outcomes is not well understood. Impacts related to
annoyance have been empirically studied using the stated preference approach (Bristow et al., 2015) and the revealed
preference approach, which often relies on analyses of house prices (Almer et al., 2017; Kopsch, 2016; Wadud, 2013).
Although the impacts of aircraft noise on individuals are well understood, little evidence has been presented on the impact
of aircraft noise exposure on companies located beneath flight paths. Section 189 of the 2018 FAA Authorization has called
for a study on the potential health and economic impacts attributable to aircraft overflight noise.

The goal of this ongoing project is to examine the potential health impacts attributable to noise exposure resulting from
aircraft flights, and this project will leverage ongoing work within ASCENT to respond to Section 189. This study aims to
assess the potential association between aircraft noise exposure and outcomes such as sleep disturbance and elevated blood
pressure. The study will leverage existing collaborations with well-recognized and respected studies that have followed over
250,000 participants through the course of their lives to understand factors that affect health. These studies include the
NHS and HPFS. Furthermore, this work is aligned with an ongoing National Institutes of Health (NIH)-funded effort to examine
these associations in the WHI. The research team will leverage aircraft noise data for 90 U.S. airports from 1995-2015, as
generated using the Aviation Environmental Design Tool (AEDT); these data will then be linked to demographic, lifestyle, and
health data for the participants of long-term health studies. These studies provide considerable geographic coverage of the
United States, including all the geographic areas specified in Section 189.

This work will also respond to the aspect of Section 189 calling for the study of economic harm or benefits for businesses
located underneath regular flight paths. The study will involve a first-of-its-kind empirical assessment of the economic
impacts on businesses located beneath flight paths at selected U.S. airports. Such impacts are expected to be driven by (a)
potential positive economic impacts related to the airport and its connectivity and (b) environmental impacts such as noise,
which may reduce the revenue and productivity of businesses beneath flight paths. The team will evaluate whether such
impacts can be empirically identified while considering economic outcome metrics such as the gross domestic product (GDP),
employment, and revenue.

The overall aims for the three-year project are as follows:
e Perform Tasks 1-3 [Sec. 189. (b)(1-3)]: Potential health impacts attributable to aircraft overflight noise.
o Investigate the relationship between aircraft noise exposure and the incidence of hypertension in the NHS
and HPFS, accounting for other individual- and area-level risk factors.



o Investigate the relationship between aircraft noise exposure and the incidence of cardiovascular disease
(CVD) in the NHS and HPFS cohorts and determine whether sufficient data exist to prove a causal
relationship.

o Determine whether a relationship exists between annual average aircraft noise exposure and general sleep
length and quality in the NHS and the Growing Up Today Study (GUTS) and report whether sufficient data
exist to prove a causal relationship.

o Evaluate the potential relationship between residing under a flight path and measures of disturbed sleep
in the WHI WHISPER sub-study.

e Perform Task 4 [Sec. 189. (b)(5)]: Potential economic impacts attributable to aircraft overflight noise.

o Model noise exposure before and after the introduction of area navigation (RNAV) procedures on the basis
of FAA flight trajectory data.

o Combine noise data with yearly county-level data from the Bureau of Economic Analysis (BEA) (e.g., GDP,
employment) and with city-level statistics for the years 2007, 2012, and 2017 from the Economic Census
(e.g., revenue, employment).

o Compare economic outcomes using state-of-the-art econometric approaches while controlling for regional
and national economic trends.

o Evaluate whether the spatial resolution of the available data can significantly impact the study results.

Task 1 - Generate Final Results for Analyses of Aircraft Noise and

Hypertension
Boston University

Objective
To generate final results of analyses of aircraft noise (day-night average sound level (DNL)) and hypertension.

Research Approach

We will intersect modeled noise exposure surfaces for 1995, 2000, 2005, 2010, and 2015 with geocoded addresses of the
participants over the follow-up period. We will select a large set of a priori variables to be examined as confounders and/or
effect modifiers and will use time-varying Cox proportional hazards models to estimate hypertension or CVD risks associated
with time-varying aircraft noise exposure, while adjusting for both fixed and time-varying covariates. We will also perform a
sensitivity analysis to address potential biases.

Milestones
Generate results from analyses of aircraft noise (DNL and Leq Night) and hypertension (January 2020).
Present at the University of California, Davis Aviation Noise and Emissions Symposium (March 2020).

Major Accomplishments

e Determined the person-time of people free of hypertension at baseline (1995).

e Incorporated updated NHS and NHS Il data relevant to this analysis.

e Inresponse to comments, reevaluated the process for selecting variables (potential confounders) to include in the
analysis from the variables: age, alcohol use (g/day), body mass index (BMI), calendar year, comorbidities
(diabetes, hearing loss, and hypercholesterolemia), smoking status, diet (dietary approaches to stop hypertension
[DASH] score), hearing problems, family history of hypertension, individual-level socioeconomic status (SES)
variables (educational attainment, marital status, and partner’s educational attainment), medication use (current
statin and non-narcotic analgesic drug use), menopausal status, physical activity (metabolic equivalent hours per
week), and race, as well as region, latitude, area-level SES variables (census-tract median income and house value),
and air pollution (PM.sand PM,;,,). Initially chose potential confounders a priori through literature review, then ran
bivariable models adjusting for each potential confounder separately examining model Akaike information
criterion (AIC; a mathematical method for evaluating model fit), then built multivariable models by adding one
variable in at a time and comparing AICs.

e Using updated NHS and NHS Il data and final variable selection, reran time-varying Cox proportional hazards
models to estimate hypertension risks associated with time-varying aircraft noise exposure, while adjusting for
both fixed and time-varying covariates. Analysis performed with the DNL noise metric.




o Performed analysis for each cohort separately (Tables 1 and 2 for NHS and NHS I, respectively).
Performed meta-analysis to combine the results found for each cohort, NHS and NHS II.
o Performed the following sensitivity analyses (assessing the sensitivity of each primary analysis to
underlying issues).
= Restricted participants to those living close to one of the 90 modeled airports (=45 dB) to address
potential exposure errors, for example, to exclude those living near an airport that is not included in
the 90 airports and to minimize the impact of potential differences in populations living close to
airports versus those living farther away.
= Analyzed the potential effect of noise abatement programs for DNLs higher than 65 dB to address
possible exposure errors related to noise abatement programs among those with noise exposure
above the FAA threshold (>65 dB).
= Adjusted for air pollution and area-level SES, which is available for only a portion of the time period.
o Presented on "Long-term aircraft noise exposure and the risk of hypertension in national US studies” at the
University of California, Davis Aviation Noise and Emissions Symposium in San Diego, CA on March 2,
2020.

(@]

Table 1. Hazard ratios (95% confidence intervals (Cis)) for hypertension associated with aircraft noise in the NHS,
comparing results for 255 dB with those for <55 dB

Age and calendar-year adjusted 1.08 0.97 1.21 0.17
Multivariable* 1.05 0.94 1.17 0.42

*Multivariable model: Adjusted for age, calendar year, race, menopause status, family history of hypertension, and comorbidities (diabetes,
hypercholesterolemia), body mass index (BMI), physical activity, alcohol use, DASH (dietary approaches to stop hypertension), medication use
(current statin and NSAID use), spouse’s education attainment, neighborhood level socioeconomic status (SES), and region of residence

Table 2. Hazard ratios (95% confidence intervals (Cis)) for hypertension associated with aircraft noise in the NHS I,
comparing results for >55 dB with those for <55 dB

Age and calendar-year adjusted 1.11 0.99 1.24 0.08
Multivariable* 1.08 0.97 1.21 0.17

*Multivariable model: Adjusted for age, calendar year, race, menopause status, family history of hypertension, and comorbidities (diabetes,
hypercholesterolemia), BMI, physical activity, alcohol use, DASH, medication use (current statin and NSAID use), spouse’s education attainment,
neighborhood level SES, and region of residence

The results suggest an increased risk for incident hypertension associated with higher aircraft noise exposure in both NHS
and NHS 1l (Tables 1 and 2). In the multivariable models of the meta-analysis across both cohorts, when compared to
participants exposed to aircraft noise at levels below 55 dB, those exposed to 55 dB and above had an estimated risk of
hypertension (probability of an incident of hypertension) of 1.06 times. The 95% confidence, which gives a range of estimates
between which we are confident that the true value lies, was 0.98 to 1.15. The hazard ratios were relatively stable across the
sensitivity analyses.

Task 2 - Generate Preliminary Results from Supporting Analyses: (a)
Trends in Aircraft Noise Exposure and (b) Sociodemographic Patterning of

Aircraft Noise Exposure
Boston University

Objective
To understand changes in exposure that will facilitate our interpretation of time-varying exposure measures in noise-health

analyses and to understand sociodemographic patterning of noise exposure that may confound or modify potential
associations of noise and health.



Research Approach

For (a, Noise Trend), we will overlay noise contours for 2000, 2005, 2010, and 2015 and census block data from the U.S.
Census Bureau and American Community Surveys for 2000, 2010, and 2015 in a geographic information system to estimate
population changes within noise levels. We will utilize linear fixed-effects models to estimate changes in the sizes of exposure
areas based on U.S. census regions/divisions with DNL values >65 dB or =55 dB. For (b, Sociodemographic Patterning), we
will describe the characteristics of populations exposed to aviation noise by race/ethnicity and income/education using the
U.S. Census Bureau and American Community Survey for 2010 and will perform univariate and multivariable hierarchical
analyses.

Milestone

Perform supporting analyses characterizing aircraft noise trends and sociodemographic patterns of exposure to aviation
noise - N/A.

Major Accomplishments

e Overlaid noise contours for 2000, 2005, 2010, and 2015 and census block data from the U.S. Census Bureau and
American Community Surveys for 2000, 2010, and 2015

e Determined the exposure area and number of people exposed to aircraft noise using data over time (2000-2015);
preliminary results are presented in Figure 1.

e Determined social patterning of aircraft noise exposure by race/ethnicity and income/education for 2010 using
univariate and multivariable analysis; preliminary results are presented in Figure 2 (univariable) for % black and
Table 3 (multivariable; mixed effects) for airports with at least 100 census block groups.

e Investigated other statistical approaches for determining social patterning that account for multiple variables and
clustering around airports and reduce potential bias. Investigated other regression methods for analyzing
clustered data, such as Bayesian approaches and separating between and within cluster (airport) effects.

Figure 1. Preliminary results for noise trends based on exposure area (top) and number of people exposed (bottom).
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Figure 2. Preliminary results for sociodemographic patterning in aircraft noise exposure showing univariate analysis by
airport of differences from mean of % black in census blocks within DNL 55 dB contours; using airport surrounded by at
least 100 census blocks within the buffer zone.

Table 3. Preliminary results for sociodemographic patterning in aircraft noise exposure showing mixed-effect multivariable
analysis providing odds ratio that represent percent increase (or decrease) in odds of living within DNL 55 dB noise contour
per percent increase in a block group’s specific population characteristic

95% Confidence Interval

(Intercept) 0.032 0.024 0.042
BIkGrp_PCT_Black 0.997 0.995 0.999
BIkGrp_PCT_Asian 1.003 1.000 1.007
BIkGrp_PCT_Hispanic 1.003 1.001 1.006
BIkGrp_PCT_Other 1.001 0.992 1.009
PCT_eduOto8 1.013 1.008 1.019
PCT_edu9toC 1.015 1.012 1.018
PCT_LT25k 0.996 0.992 0.999
PCT_25100k 1.002 0.998 1.005

Variables in block groups: Blk_grp_PCT_Black = percent black; Blk_grp_PCT_Asian = percent Asian;
Blk_grp_PCT_Hispanic = percent Hispanic; Blk_grp_PCT_Other = percent other race; Blk_grp_PCT_white =
percent white (reference); PCT_edu0to8 = percent with 0 to 8" grade education; PCT_edu9toC = percent
with 9™ grade to college education; PCT_C= percent college and > education (reference); PCT_LT25k =
percent with income <25K; PCT_25100k = percent with income 25-100K; PCT_GT100k = percent with
income >100K (reference).




Task 3 - Assess Suitability of Data on Sleep Quality and Develop a Noise-
Sleep Analysis Plan

Boston University

Objective
To identify sleep measures that may be used to evaluate potential associations between noise and sleep outcomes.

Research Approach

We will review the available measures of sleep quality for the NHS to determine their timing and frequency and their
relationship to the timing of the noise exposure data. We will also determine which measures, if any, are relevant to the
average exposure measures. If suitable measures are found, we will develop an analysis plan to be presented to the NHS and
HPFS committees.

Milestones
Assess potential analysis approaches and suitability of sleep quality data from the NHS (January 2020).
Preliminary results of analysis of annual aircraft noise and sleep quality (NHS) (September 2020).

Major Accomplishments
e Identified sleep measures in NHS and HPFS that could be used to evaluate potential association between noise and
sleep outcomes.
e Developed analysis plan for noise and sleep research effort. Submitted and presented the analysis plan to NHS and
HPFS oversight committees. Analysis plan was approved.
e Boston University School of Public Health Postdoc replaced Brigham and Women's Hospital Research Fellow who
accepted an international faculty position.

Task 4 - Develop an Analysis Plan for Cardiovascular Disease and Aircraft

Noise and Generate Descriptive Statistics
Boston University

Objective
To generate an analysis plan for studying the potential relationship between CVD and aircraft noise.

Research Approach

We will develop an analysis plan for studying CVD and aircraft noise and gain approval from the NHS and HPFS oversight
committees. We will design the statistical analysis and select a large set of a priori variables to be examined as confounders
and/or effect modifiers. We will compile appropriate data sets and run descriptive statistics.

Milestone
Generate preliminary results of analysis of aircraft noise and CVD (October 2020).

Major Accomplishments
e Developed an analysis plan for evaluating the potential relationship between CVD and noise. Submitted and
presented the analysis plan to NHS and HPFS oversight committees. Analysis plan was approved.
Determined definition of CVD to be used and inclusion and exclusion criteria.
Determined the person-time of people free of CVD at baseline (1995).
e Determined the number of people exposed (Table 4).




Table 4. Number of CVD cases, including number of exposed cases in different exposure groups.

Total CVD cases 7,818 1,667

Unexposed cases 7,284 1,549

Exposed cases 534 118

At 45-54 dB(A) 456 101

At 55-64 dB(A) 74 17
At 265 dB(A) 3 0

Task 5 - Develop a Model for Measuring Change in Business Activities
Attributable to Aircraft Noise Exposure Prototyping a Model City

Massachusetts Institute of Technology

Objective
To develop a model for measuring changes in business activities attributable to aircraft noise exposure and begin data
analysis to assess potential impacts on business dynamics, controlling for confounding, prototyping one or two cities.

Research Approach

We will create a set of methods to analyze the potential economic impact of noise exposure. The methods will center on the
difference-in-difference approach. In an effort to enable causal inference, this approach will focus on differences between
levels of business activity before and after exogenous noise exposure changes. In addition, the approach implicitly controls
for outside factors that have remained constant from start year to end year.

We will apply our approach to Boston Logan International Airport as an initial case study. This will allow us to refine
choices surrounding the economic sectors selected for study and modeling choices such as the spatial resolution of
gridding process.

Analyses will include, but are not limited to:
e stratification by economic sector (e.g. retail),

e stratification by geographic concentration at the community-level,

e starting with sufficiently low noise, due to perceptional effects,

e threshold-setting to detect the effects of crossing certain critical noise levels,

e identification of comparable regions (e.g., urban-to-urban, rural-to-rural).
Milestone

Briefing on airport sample, experimental setting and noise contour data for economic analysis (April 2020).

Major Accomplishments
e Completed a review of the validity and internal consistency of high-resolution business data that is used to
determine changes in economic outcomes. Business data was cleaned and reorganized.
e Identified necessary noise data required for comparing between and within cities and determined the timeline for
obtaining that data.
e In our preliminary case studies for Boston Logan (BOS), no significant relationship between noise exposure and
business dynamics has yet been found (see Figures 3 and 4).




Figure 3. Change to DNL in dB from 2010 to 2015, centered on BOS, gridded at 500 m resolution (left). Change in number
of retail business in each cell from 2010 to 2015 (right).
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Figure 4. Scatterplot of business dynamics against noise change. Each point represents a cell in the Boston area shown in
Figure 3. Cells with business decline are not overrepresented among cells with high-magnitude noise increases.

Publications
N/A

Outreach Efforts
Presented on current progress orally during the ASCENT Spring Meeting (March 31-April 1, 2020) and as a poster during
the ASCENT Fall Meeting (September 29-30, 2020).

Presented on "Long-term aircraft noise exposure and the risk of hypertension in national US studies" at the University of
California, Davis Aviation Noise and Emissions Symposium in San Diego on March 2, 2020.

Awards
None



Student Involvement

The dissertation of Chloe Kim (doctoral graduate, BU) includes the development and implementation of statistical analyses
on the noise and hypertension risk. Chloe Kim graduated in the fall of 2019 and is currently working for the Environmental
Science, Policy, and Research Institute.

The dissertation of Daniel Nguyen (doctoral candidate, BU) includes a characterization of the temporal trends in aviation
noise surrounding U.S. airports.

The research rotation of Stephanie Grady (doctoral student, BU) includes the development and running of statistical analyses
on noise and cardiovascular event risk.

Carson Bullock (master’s student, MIT) is conducting economic impact analysis.

Plans for Next Period
(October 1, 2020 to September 30, 2021)
Related to 2018 FAA Reauthorization, Section 189, Tasks 1-3
e Assign noise exposure estimates to participants for Leq Day and Leq Night metrics.
e Complete models estimating the risk of hypertension associated with aircraft noise exposure and finalize a
manuscript for publication in a peer-reviewed journal.
o Update current draft of the manuscript.
o  Submit manuscript for Channing (Harvard/Brigham and Women’s Hospital) and FAA review and to a
professional journal.
e Perform analyses to estimate the risk of CVD events associated with aircraft noise exposure.
e Perform analyses to evaluate the relationship between noise and sleep.
e Develop abstracts for presentations at professional conferences and give presentation at ASCENT meetings.
Related to 2018 FAA Reauthorization, Section 189, Task 4
e Finalize methods to analyze the impacts of noise exposure on economic activity.
e Apply methods to other airports across the U.S. in order to analyze heterogeneities in potential business
responses.
e Compare potential noise impacts to potential economic benefits of airport proximity, using results from the
economic literature.
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Project Overview
The goal of this task is to develop a novel geospatially driven noise estimation module to support computation of noise
resulting from the operation of Unmanned Aircraft Systems (UAS) and other upcoming vehicle concepts. The development



of the module will leverage emerging computational technologies in order to achieve fast and efficient modeling of a
potentially large number of vehicles and operations. The module will be designed to be integrated as a component module
or plug-in to other applications relying on a Geographic Information System (GIS) interface. The noise estimation approach
will be based on the concept of precomputed noise grid tiles addition. The module’s design phase will identify what emerging
open-source geospatial and data processing technologies would be best suited to serve as the module’s computational
infrastructure and assess if they can provide innovative, maintainable, and affordable solutions.

Task 1 - Literature Review and GIS Software Evaluation
Georgia Institute of Technology

Objectives

Develop a novel geospatially driven noise estimation module to support computation of noise resulting from the operation
of UAS and other upcoming vehicle concepts.

Research Approach
This Task aims to identify the leading GIS software. This review focused on open-source options. For an adequate
evaluation of the options, six criteria were set forth:
1. Data import: Ability to read shape files format of input geometrical data as well as rasterized (gridded) data.
2. Data storage: Capability to store geospatial data in either shape/vector formats or rasterized data.
3. Geometric calculations: Conversion to and from Cartesian coordinate system and other Earth model coordinates
and ability to compute polygon areas and lengths as well as unions and substructions.
4. Geospatial calculations: Ability to perform calculations on given vector or raster data and draw contour plots.
5. Display: Ability to print raw or processed geospatial data as various map displays.
6. Map data: Capability to display results with relation to landmasses, political boundaries such as states and
counties, as well as roads and buildings.

QGIS

QGIS is a user-friendly open-source GIS written in C++. It runs on Linux, Unix, Mac OSX, Windows, and Android and supports
numerous vectors, raster, and database formats and functionalities. Apart from built-in functionalities, QGIS allows users to
install and create their own plugins. New applications can also be created In QGIS through C++ and Python languages.

Figure 1. Screenshot of QGIS.

Evaluation Criteria
1. Data import: Imports shape and raster files.
2. Data storage: Stores geospatial data in vector and raster formats.
3. Geometric calculations: Supports Cartesian (x, y), polar (length, angle), projected (x-north, y-east); calculates
length or area of geometry features; and provides overlay, union and difference between areas.




4. Geospatial calculations: Creates vector contour map from an elevation raster; and carries out raster to vector
conversion.

5. Display: Web mapping is available with QGIS2Web.

6. Map data: Displays geospatial data such as countries, states, and counties as well as roads.

Open JUMP

OpenJUMP is a Java-based open-source GIS. It works on Windows, Linux, and Mac platforms having Java 1.7 or later. Reading
and writing vector formats, displaying geospatial data, and execution of geometric calculations are some of OpenJUMP’s
features. Additional plugins for more capabilities are also available.

Evaluation Criteria

1. Data import: Imports shape and raster files.

2. Data storage: Stores geospatial data in vector and raster formats.

3. Geometric calculations: Supports Coordinate Reference System (CRS), (Cartesian (x, y, z), geographic (longitude,
latitude, height) and projected (x-north, y-east)); provides CRS transformation library called PROJ; calculates length
or area of geometry features; provides overlay, union and subtraction.

4. Geospatial calculations: Provides conversion between desired file formats (raster to vector conversion); does NOT
feature contour plot.

5. Display: Does NOT provide web application.

6. Map data: Display geospatial data such as countries, states, and counties as well as roads.

SAGA (System for Automated Geoscientific Analyses)

SAGA is an open-source cross-platform GIS software written in C++. It can be run on Windows, Linux, FreeBSD, and Mac (OS
X). SAGA provides multiple libraries for GIS calculations: digital terrain analysis, image segmentation, fire spreading analysis
and simulation, etc. In addition to these libraries, SAGA allows the scripting of custom models through the Command Line

Interface and the Python interface.

Evaluation Criteria

1. Data import: Imports shape and raster files.

2. Data storage: Stores geospatial data in vector and raster formats.

3. Geometric calculations: Supports Geographic Coordinate System (latitude, longitude) and Universal Transverse
Mercator (UTM).

4. Geospatial calculations: Performs raster to vector conversions and can create contour lines.

5. Display: Displays data with histogram and scatter plot; provides web mapping service.

6. Map data: Enables visualization of spatial data into cartographic maps. It can also import maps from Web Map
Service (WMS) and Open Street Map.

Figure 2. Screenshot of SAGA.



Deck.gl

Deck.gl is a WebGL visualization framework for large data sets. It allows the users to map data JSON objects, csv) into a
stack of layers. These layers can be imported directly from a catalogue or built by the user.

Evaluation Criteria

Data import: Reads only csv files.

Data storage: Doesn’t store geospatial data into vector or shape files.

Geometric calculations: Supports Geographic Coordinate System (latitude, longitude) using Web Mercator.

Geospatial calculations: Doesn’t convert raster data to vector data. Can create contour lines for a given threshold

and cell size.

5. Display: Offers an architecture for packaging advanced WebGL based visualizations; enables users to quickly get
impressive visual results with limited effort.

6. Map data: Displays geospatial data with relation to roads and buildings easily.

N WN =

GRASS GIS

GRASS stands for Geographic Resources Analysis Support System. It is an open-source Java-based software for vector and
raster geospatial data management, geoprocessing, spatial modelling, and visualization. It has compatibilities with QGIS,
meaning that QGIS can run some features of GRASS GIS as a plugin. Already developed addons along with capability to
develop own addons are available.

Evaluation Criteria

1. Data import: Imports vector and raster files.

2. Data storage: Stores geospatial data in vector and raster formats.

3. Geometric calculations: Supports Coordinate Reference System (CRS), (Cartesian (x, y, z) and geographic
(longitude, latitude, height)); provides CRS transformation library called PROJ; calculates length or area of
geometry features; provides overlay, union, and subtraction.

4. Geospatial calculations: Provides conversion between desired file formats (raster to vector conversion); creates
contour lines.

5. Display: Provides web mapping service.

6. Map data: Displays geospatial data such as countries and states by using Inkspace.

GeoPandas

GeoPandas is an open-source project developed in Python to provide a useful library for working with geospatial data. It is
able to run on distributions of Linux and Windows. It primarily uses the Python packages pandas (as a base for its data
storage), shapely (to manipulate the shapes stored in the advanced database), Fiona (for file access), and Descartes and
matplotlib (for plotting the visuals of the data). It is most adept at displaying discrete sections of data in a geospatial
visualization. It is limited in its ability to display graphics outside of the Python environment and does not support
conversion to the desired raster/vector formats.

Evaluation Criteria

1. Data import: Read almost any vector-based spatial data format.

2. Data storage: Store geospatial data in vector and raster formats.

3. Geometric calculations: Supports Coordinate Reference System (CRS); cannot calculate length or area of geometry
features; has overlay functions, such as intersections between two or more areas, union (merges the areas of one
layer to one single area), difference (A-B areas), and polygons.

4. Geospatial calculations: No conversion to any desired file formats (no raster to vector formats); does not provide
contour plot function.

5. Map data: Uses various map projection using CartoPy, Python library.

6. Display: Does not provide web application; good representation in 3D colorspace using matplotlib.




Figure 3. GeoPandas can overlay processed geospatial data over existing maps.

WorldWind

WorldWind is an open-source virtual 3D globe visualization APl developed by NASA in partnership with the European Space
Agency. It is written in both Java (for desktop and Android devices) and JavaScript (for web applications). After being
suspended from development in 2019, it was refunded in August of 2020. It can import a variety of input files with
geospatial data, stores the data in both raster and vector formats, does sufficient geometric and geospatial calculations,

and produces good visualizations with comprehensive map data.

Evaluation Criteria
1. Data import: Import shapefile, KML, VPF, GML, GeoJSON, GeoRSS, GPX, NMEA, etc.
2. Data storage: Store geospatial data in vector and raster formats.

3. Geometric calculations: Support Geographic Coordinate System (latitude, longitude), Universal Transverse Mercator

(UTM), and MGRS; draw and measure distance and area across the terrain.
4. Geospatial calculations: Display contour lines on surface terrain at a specified elevation.
5

Map data: Visual representation of scalar values, like noise, over a grid of geographic positions; visualize the

results on web and Android platform.
6. Display: Display geospatial data divided into country, states, and city.

Overall Evaluation

Compatibility  Statistical Data Data Geometric Geospatial VETS
GUI Analyses Import  Storage  Calculations Calculations Data
3

3 3 4 5 5 4 5 5
4 3 1 1 1 3 3 5
3

5 5 5 4 4 5

GIS applications can be broadly classified in two categories, desktop and web-based applications.

Display
4 40
4 38
5 26
2 19
5 28



WebGIS applications use web technologies to display and communicate geospatial information to an end user. There are
five common elements in every webGIS application:

1. A web application
e The interface used by the client. It has tools to visualize, analyze, and interact with geographic information. It

can be run on a web browser or a GPS-enabled device.
2. Digital basemaps
e The geographical context for the application. E.g., transportation, topography, imagery, etc.
3. Operational layers
e The layer to display the results of an operation. E.g., observations, sensor feeds, query results, analytic results,
etc.
4. Tasks and tools in the webGIS application
e Tools to perform operations beyond mapping.
5. Geodatabase(s)
e« Container of geo data. It can be geodatabase(s), shape files, tabular databases, CAD files, etc.

Figure 4. A sketch of a webGiIS application.

WebCIS applications come with multiple advantages as well as limitations. These are provided in the non-exhaustive list in
table below:

Advantages of WebGIS Drawbacks of WebGIS

e Provide a broader reach for the customers e Harder to build. The developers need to have a
compared to a traditional desktop application good knowledge of multiple scripting languages

e Better cross-platform capability with the different to build the app (Python, JavaScript, html, etc.)
ED [ERESEES HiFki CE0 oC USaT e Security of the data might be dependent on a third

e Easy to use for customers with different levels of
GIS expertise

e Extendable to cloud services hence allowing
manipulation and use of big GIS data

e Lower cost to entry. Most of the libraries and tools
are open source with good community support

e Allows real-time analysis

party
e The application might need to be hosted outside

of the organization



The team has also started a dialogue with the Aviation Environmental Design Tool (AEDT) development team as to which GIS
functionality will be required in order to be able to integrate the UAS noise engine into AEDT in the future.

Task 2 - Investigation of Emerging Computational Technologies
The Ascent 9 team has started to develop an initial testing plan to investigate the emerging computational technologies with
a sample test problem in various GIS and computational environments.

Task 3 - Collaboration with UAS Computation Module Development Team

The ASCENT Project 9 team started an initial dialogue with the UAS Computation Module Development team at Mississippi
State University to explore way that both teams can effectively collaborate and exchange data and ideas.

Task 4 - Noise Computation Engine Integration
This task has not been started yet.

Milestone
The team presented an initial overview of candidate GIS systems to FAA and members of the AEDT development team.

Major Accomplishments
None yet.

Publications
None

Outreach Efforts
Initial outreach and coordination with the ASSURE Center of Excellence team and their work at Mississippi State University.

Awards
None

Student Involvement

The Georgia Institute of Technology student team consists of three graduate research assistants (GRA). At the beginning of
the project, all seven GRAs engaged in the GIS background research. The team is now being divided into tackling the different
aspects and implementation of the noise engine and the novel computational technology testing.

Plans for Next Period

This project is still in the middle of the Year 1 work plan. Therefore, the plan for the reporting period is to finish the current
work plan and test the emerging computational technologies on a defined sample problem. After further collaboration with
the team at Mississippi State University, the noise computation engine will be integrated into a user interface as planned.




Project 010 Aircraft Technology Modeling and
Assessment

Georgia Institute of Technology and Purdue University

Project Lead Investigators

Dimitri Mavris (PI)

Regents Professor

School of Aerospace Engineering
Georgia Institute of Technology

Mail Stop 0150

Atlanta, GA 30332-0150

Phone: 404-894-1557

E-mail: dimitri.mavrisatae.gatech.edu

William Crossley (PI)

Professor

School of Aeronautics and Astronautics
Purdue University

701 W. Stadium Ave

West Lafayette, IN 47907-2045

Phone: 765-496-2872

E-mail: crossleyatpurdue.edu

Jimmy Tai (Co-PI)

Senior Research Engineer

School of Aerospace Engineering
Georgia Institute of Technology
Mail Stop 0150

Atlanta, GA 30332-0150

Phone: 404-894-0197

E-mail: jimmy.taiatae.gatech.edu

Daniel DelLaurentis (Co-Pl)

Professor

School of Aeronautics and Astronautics
Purdue University

701 W. Stadium Ave

West Lafayette, IN 47907-2045

Phone: 765-494-0694

E-mail: ddelaureatpurdue.edu

University Participants

Georgia Institute of Technology
e Pls: Dr. Dimitri Mavris (PI), Dr. Jimmy Tai (Co-PI)
e FAA Award Numbers: 13-C-AJFE-GIT-006, -012, -022, -031, -041
e Period of Performance: September 1, 2019 to August 31, 2020
e Tasks: 16



Purdue University
e  PIs: Dr. William A. Crossley (Pl), Dr. Daniel DelLaurentis (Co-Pl)
e FAA Award Numbers: 13-C-AJFE-PU-004, -008, -013, -018, -026, -032, -035
e Period of Performance: September 1, 2019 to August 31, 2020
e Tasks:1,2,4,5

Project Funding Level
The project is funded at the following levels: Georgia Institute of Technology ($1,200,000); Purdue University ($222,116).
Cost share details are below:

The Georgia Institute of Technology has agreed to a total of $1,200,000 in matching funds. This total includes salaries for
the project director, research engineers, and graduate research assistants, as well as computing, financial, and administrative
support, including meeting arrangements. The institute has also agreed to provide tuition remission for the students, paid
for by state funds. During the period of performance, in-kind cost share is also obtained for cost share.

Purdue University provides matching support through salary support of the faculty Pls and through salary support and tuition
and fee waivers for one of the graduate research assistants working on this project.

Investigation Team

Georgia Institute of Technology
e  Pl: Dimitri Mavris
e Co-Investigator: Jimmy Tai (Task 4)
e Fleet Modeling Technical Leads: Holger Pfaender, Michelle Kirby, and Mohammed Hassan (Tasks 1, 2, and 5)
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Project Overview

Georgia Institute of Technology (Georgia Tech) and Purdue have partnered to investigate the future demand for supersonic
air travel and the environmental impact of supersonic transports (SSTs). In the context of this research, environmental
impacts include direct CO, emissions and fuel consumption. The research is conducted as a collaborative effort to leverage
capabilities and knowledge available from the multiple entities that make up the ASCENT university partners and advisory
committee. The primary objective of this research project is to support the Federal Aviation Administration (FAA) in modeling
and assessing the potential future evolution of the next-generation supersonic aircraft fleet. Research under this project
consists of five integrated focus areas: (a) establishing fleet assumptions and performing demand assessment; (b) performing
preliminary SST environmental impact prediction; (c) testing the ability of the current Aviation Environmental Design Tool
(AEDT) to analyze existing supersonic models; (d) performing vehicle and fleet assessments of potential future supersonic
aircraft; and (e) modeling SSTs by using a modeling and simulation environment named Framework for Advanced Supersonic
Transport (FASST).

In order to better understand the potential demand for supersonic air travel, the team developed a parametric airline
operating cost model in order to be able to explore the sensitivities of key vehicle, operational, and cost parameters on the
required yield an airline would have to target for ticket prices on such a potential new supersonic aircraft. The current model,
however, assumes fixed parameters for key vehicle metrics—which can be changed—but do not include sensitivities to key
vehicle design choices such as vehicle size, design cruise Mach number, and maximum range. This task will examine the
implications of the physical and technical dependencies on the airline operational cost. Through the vehicle performance
sensitivities such as passenger capacity and design cruise Mach number, it will be possible to determine the combined “sweet
spot” that would be the most profitable vehicle to operate for an airline. In order to accomplish this, the existing vehicle
models created in the prior year will be utilized and supplemented by additional vehicles proposed in Task 4. These vehicles



together will serve as the foundation to create credible sensitivities with regards to parameters such as vehicle size and
design cruise Mach number. These sensitivities will then be embedded into the airline operating cost estimation model and
utilized to explore the combined vehicle and airline operational space in order to identify the most economically feasible
type of supersonic vehicle.

In an independent but complementary approach to consider demand and routes for supersonic aircraft, the Purdue team
developed a ticket pricing model for possible future supersonic aircraft that relies upon current as-offered fares for business
class and above, for routes that could have passenger demand for supersonic aircraft. Via an approach considering the size
of the potential demand at fares business class and above on a city-pair route, the distance of that city-pair route, an
adjustment to allow for the shortest trip time by increasing the overwater distance of the route, and the range capability of
a simplistically modeled medium SST (55-passenger capacity) to fly that route, the Purdue team identified 205 potential
routes that could see supersonic aircraft service in a network of routes with at least one end in the United States. Of these
205 potential routes, 193 are direct routes, and 12 are routes that would require fuel stops but would still save travel time
over a subsonic nonstop flight on the same route. By providing these potential routes to the Fleet-Level Environmental
Evaluation Tool (FLEET) simulation, the allocation problem in FLEET then determines how many supersonic aircraft would
operate on these routes, giving a prediction of which routes would see supersonic aircraft use and the number of supersonic
flights operated on those routes at dates in the future.

One of the accomplishments of the project during the performance period is the development of two FASST models. Two
supersonic vehicles, a medium and large SST, have been modeled in FASST. The large SST is designed to carry 100 passengers
for 5,000 nmi cruising at Mach 1.8. The medium SST is designed to carry 55 passengers for 4,500 nmi cruising at Mach 2.2.
The propulsion system for both the medium and large SST models are of a clean sheet design.

Georgia Tech and Purdue exercised their respective fleet analysis tools—the Global and Regional Environmental Analysis
Tool (GREAT) and FLEET—and produced estimates of the fleet-level impact of a potential fleet of supersonic aircraft operating
in the future. The SSTs required for these fleet-level analyses are provided by the vehicle modeling tasks with FASST, a
derivative framework from Environmental Design Space (EDS). The outcome of this study provides a glimpse into the future
potential state of supersonic air travel by using physics-based models of supersonic vehicle performance. Future work should
build on current estimates to conduct more detailed analyses of vehicle and fleet performance.
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LPT Low-pressure turbine
LSA Large single aisle
LTA Large twin aisle
LTO Landing and takeoff
M Mach number
Machg,, Subsonic cruise Mach number
Mach,per Supersonic cruise Mach number

MDP Multi-design point
MFTF Mixed flow turbofan

MTOM Maximum takeoff mass
MTOW Maximum takeoff weight
n Load factor or number of flight segments
N, Number of accelerations
NASA National Aeronautics and Space Administration
ny Number of fuel stops
NOx Nitrogen oxide
NPD Noise power distance
NPR Nozzle pressure ratio
NPSS Numerical Propulsion System Simulation

oGv Outlet guide vanes
OpenVSP Open Vehicle Sketch Pad

OPR Overall pressure ratio
PACI Passenger Airline Cost Index
PAXREr Reference subsonic number of passengers
PAXssr Number of passengers of the supersonic aircraft

PCBOOM NASA PC Software for Predicting Sonic Boom on the Ground
PDEW Passengers daily each way

PI Principal investigator
PIPSI Performance of Installed Propulsion System Interactive
PLdB Sound pressure level in dB
P Weight specific excess power
q Dynamic pressure
Pt3 Combustor inlet total pressure
p Air density
R Rolling resistance force



Re max Maximum cruise range for supersonic vehicles
RJ Regional jet
RQL Rich Burn, Quick Quench, Lean Burn
S Wing area
SAR Specific air range

SAR.,; Specific air range for subsonic aircraft
SAR;yper Specific air range for supersonic aircraft
c Cruise range
SA Single aisle (includes both SSA and LSA classes)
SEL Single event level
SFTF Separate flow turbofan
SLS Sea level static
SP Switching percentage
SSA Small single aisle
SST Supersonic transport
STA Small twin aisle
St Tail area
Oump Ratio of total temperature
Thrust
T3 Compressor exit temperature
T41 Turbine rotor entrance temperature
Leool Cooled temperature
te,sub Cruise time for subsonic vehicle
tesup Cruise time for supersonic vehicle
TosL Time to descent from cruising altitude and land
TE Trailing edge
[ Gas temperature
TO Takeoff
Lretal Metal temperature
TOC Top of climb
Trer Flight times for reference subsonic aircraft
Tre-fuel Time delay (90 minutes) for fuel stops
TSFC Thrust specific fuel consumption
Ts Thrust at sea level
tsst Flight time for supersonic aircraft
Tt3 Combustor inlet total temperature
trac Time to takeoff and climb to cruising altitude
Tiotal sub Total subsonic flight time
Liotal,sup Total supersonic flight time
Urer Utilization for subsonic aircraft used as reference
Ussr Utilization for supersonic aircraft
v Velocity
Ve Cruise speed
Vesub Subsonic cruise speed
Ve sup Supersonic cruise speed
Viri Reference stall speed

VLA Very large aircraft
VT Vertical tail
VTTS Value of travel time savings
WATE Weight approximation for turbine engines
We Empty weight
We Fuel weight
Wi Weight of aircraft at the end of a mission segment
W Weight of aircraft at the beginning of a mission segment
We Payload weight
Wro Takeoff weight
X Percentage of flight over water



Project Introduction

Georgia Tech and Purdue partnered to investigate the effects of supersonic aircraft on future environmental impacts of
aviation. Impacts assessed at the fleet level include direct CO, emissions and fuel consumption. The research is conducted
as a collaborative effort to leverage capabilities and knowledge available from the multiple entities that make up the ASCENT
university partners and advisory committee.

The primary objective of this research project is to support the FAA in modeling and assessing the potential future evolution
of the next-generation supersonic aircraft fleet. Research under this project Task 1 focuses on development of fleet demand
drivers for supersonic transport. This Task will explore and estimate the potential demand for supersonic travel. In Task 3,
Georgia Tech will continue to support the development of supersonic aircraft analysis capabilities into AEDT and identify
modeling issues and work with the AEDT development team to identify required modifications. Task 2 will perform a fleet
impact assessment using the scenarios and vehicle performance metrics developed in Tasks 1. Task 4 will develop detailed
supersonic aircraft model for 100-passenger class and support Committee on Aviation Environmental Protection (CAEP)
supersonic exploratory study, and Task 5 is will develop capability to generate Base of Aircraft Data 4 (BADA4) coefficients
in order to provide additional BADA4 vehicles for AEDT.

Because of extensive experience in assessing the FAA Continuous Lower Energy, Emissions, and Noise project (CLEEN I),

Georgia Tech is selected as the lead for all four objectives described above. Purdue supported the objectives shown in Table
1, which lists the high-level division of responsibilities.

Table 1. University Contributions for Year 3.

Objectives Georgia Tech Purdue
Expand airline cost model: Capture vehicle
Fleet L . . . ) .
Assumptions and per_formance sensitivities (passeng_er capacity, Airline fleet composition and network; Passenger ch9|ce
1 Demand cruise Mach number); Evaluate which size vehicle for supersonic/subsonic demand; Effect of supersonic
Assessment the most likely to be able to close the business aircraft on subsonic aircraft operations and pricing.
case.
Develop assumptions for supersonic scenarios Develop assumptions for supersonic scenarios relative to
relative to 12 previously developed subsonic 12 preyiously developed subsonic focused f_Ieet .

2 | Fleet Analysis focused fleet scenarios; Perform fleet analysis with s;e(:jr)a}nosi Perforrr]:_ flleet—levgl asselssments, IFEIUdmlgf
the gradual introduction of SST vehicles into the a |t|ona_ ST vehicle types; D?"e op_FLEET— fke t.°9 or
fleet supersonic business jet operations; Simple SST sizing to

: support FLEET development and studies.
3 AEDT Vehicle Develop methods to model supersonic flights in n/a
Definition AEDT.
FASST vehicle modeling: Develop additional SST
Subport CAEP class for 100 passengers; Develop AEDT coefficient | Provide representative supersonic demand scenarios;

4 Effrczl:ts generation algorithm for BADA3 supersonic Develop and assess airport noise model to account for
coefficient (redirected to BADA4); Perform trade supersonic aircraft.
studies to support CAEP Exploratory Study.

BADA4 Develop, implement, and test BADA4 coefficient
5 | Coefficient generation algorithms; Identify gaps and needs for | n/a
Generation BADA4 coefficient generation for SST.
Coordinate with entities involved in CAEP MDG/FESG,
Coordinate with entities involved in CAEP particularly the SST demand task group; Maintain ability

6 | Coordination Supersonic Exploratory Study; Coordinate with to incorporate SST vehicle models that use the engine

clean-sheet supersonic engine design project. design from ASCENT Project 47 and/or NASA-developed
SST models.
AT



Georgia Tech led the process of developing a supersonic routing tool that was used to create the basic information about
potential time savings and the additional cost. This information was then used to develop a demand forecast for commercial
supersonic travel. This work is performed under Objective 1, and the outcome was used to support Objective 2. Under
Objective 2, Georgia Tech also produced results for multiple scenarios to assess the fleet-level impacts of supersonic vehicles.

Purdue applied their FLEET tool under Objective 2, using a subset of the fleet assumptions defined in Objective 1 and
preliminary vehicle impact estimates from Objective 4. This activity demonstrated the capabilities of FLEET for assessment
of fleet-level environmental impacts as a result of new aircraft technologies and distinct operational scenarios.

Georgia Tech developed additional aircraft concepts in FASST under Objective 4. This was done in consideration of supporting
a trade study that will help potentially support the CAEP Exploratory Study. For Objectives 3 and 5, Georgia Tech explored
the requirements for modeling supersonic vehicles in AEDT, and under Objective 5 developed an approach to generate
BADA4 coefficients. After discussion with the sponsor, it was decided that rather than attempting to model supersonic
aircraft in BADA3 under Objective 3 to instead utilize the capabilities developed under Objective 5.

Under Objective 6, Georgia Tech supported coordination and meetings with the member entities of CAEP Modeling and
Databases Group (MDG)/ Forecasting and Economic Analysis Support Group (FESG) as well as NASA and ASCENT Project 47.
This involved a series of weekly meetings, ad-hoc groups, and in-person meetings, as well as virtual versions of those
meetings that could no longer be held in person.

Milestones
Georgia Tech had four milestones for this year of performance:
1. Fleet assumptions and demand analysis.
2. Fleet analysis and demand results.
3. FASST SST descriptions and characteristics in PowerPoint format.

For Purdue, the proposal covering this year of performance listed three milestones:
1. Complete modeling of the chosen contractor’s technologies.
2. Update fleet assessment.
3. Support CAEP efforts.

The Purdue team is using its in-house simplistic “back of the envelope” representation of the ASCENT Project 10 (A10)
notional medium SST aircraft to characterize the potential supersonic routes based on a number of filters. The team identified
258 potential “supersonic-eligible” routes, including 241 nonstop routes and 17 routes with fuel stops.

The Purdue team has also incorporated the detailed A10 notional medium SST aircraft flown on the detailed supersonic
routing path (both provided by Georgia Tech) in FLEET and performed fleet-level assessments for the single Current Trends
Best Guess (CTBG) scenario. The FLEET allocation results indicate routes where supersonic aircraft might be used and the
number of operations, along with changes in the utilization of the subsonic aircraft in the fleet.

Major Accomplishments
The following are the major tasks completed under A10 during the period of performance:

Fleet-Level Assumptions and Demand Assessment (Task 1)

Georgia Tech team has developed a parametric airline operating cost model in order to be able to explore the sensitivities
of key vehicle, operational, and cost parameters on the required yield an airline would have to target for ticket prices for a
potential new supersonic aircraft. As a starting point, the team established a baseline airline cost structure representative of
subsonic operations using A4A airline operating costs.

The Purdue team updated FLEET’s passenger demand and route network using historical Bureau of Transportation Statistics
(BTS) data for years from 2005 through 2018, and model-based predictions for years 2019 and beyond. The team used the
previously developed “back of the envelope” representation of the A10 notional medium SST aircraft to identify “supersonic-
eligible” routes, including both nonstop routes and routes with one fuel stop. The team also incorporated the detailed A10
notional medium SST aircraft from Georgia Tech into FLEET along with the detailed supersonic routing path (also from
Georgia Tech).



Fleet Analysis (Task 2)

One of the major accomplishments during the period of performance for this Task is the capability to identify routes that
are suitable for SST operations. This demand route algorithm also evaluates the penalties associated with the restriction of
supersonic overland flight, and it becomes a crucial enabler for commercial supersonic demand assessment.

Purdue conducted fleet-level assessments for the updated route network in FLEET using the detailed A10 notional medium
SST aircraft (flown on detailed supersonic routing path). The outputs included number of operations and number of
passengers served by supersonic aircraft on routes profitable supersonic-eligible routes, and similar details about subsonic
aircraft on both supersonic and subsonic routes.

AEDT Supersonic Modeling (Task 3)

The original intent of Task 3 is to develop methods for AEDT to model supersonic transports. At the writing of the proposal,
AEDT utilizes BADA3 for vehicle modeling; therefore, the proposal has been focused on BADA3 approaches. Since then and
at the writing of this report, AEDT is transitioning to BADA4 for new vehicle representation in AEDT; therefore, rendering the
proposed tasks obsolete. Based on conversation with FAA technical monitors at the Spring 2019 ASCENT Advisory Board
meeting, Georgia Tech is directed to focus on BADA4 coefficient generation for supersonic transport, which is described in
Task 5.

Support of CAEP Supersonic Exploratory Study (Task 4)

Although EDS is developed for subsonic vehicles, its structure is still relevant and useful to adapt for the design of supersonic
vehicles. One of the major accomplishments during the previous period of performance is the development of the supersonic
version of EDS called FASST. Several major accomplishments are completed during the period of performance using FASST.
The first accomplishment is the development of a closed vehicle for the Georgia Tech (GT) Medium SST (designated as version
11.4) which carries 55 passengers with a range of 4,500 nmi cruising at Mach 2.2. The second accomplishment is the
development of a preliminary model of a large SST carrying 100 passengers with a range of 5,000 nmi cruising at Mach 1.8.
The final accomplishment is the generation of preliminary results of the design Mach trade study for three classes of SSTs.

The Purdue team provided fleet-level assessments in the form of a data packet and a report for the broader CAEP studies of
future supersonic aircraft operations, which included the resulting “pseudo-schedule” for where the FLEET aggregate airline
operates supersonic aircraft.

AEDT BADA4 Coefficient Generator (Task 5)

The Georgia Tech team developed an approach on conducting regression analysis for the BADA4 formulation and
implemented the approach for both subsonic and supersonic aircraft. With the current functional form of BADA4, the
accuracy of the regression models is deemed insufficient. As a result, the team has proposed possible alternative functional
forms, which are more representative of the underlying physics. The implementation of the proposed approach is a
continuing discussion with the FAA.

Coordination with Other ASCENT Projects (Task 6)

The Georgia Tech team attended in-person or, once travel became restricted, eleven CAEP-related meetings of Working Group
1 (Noise), Working Group 3 (Emissions), and the MDG/FESG meetings. This included up to six telecons per week depending
on schedule and needs. The Georgia Tech team authored and presented eight papers to these meetings and contributed
additional presentations and technical data in support of the CAEP supersonic exploratory study and related progress reports.
The Georgia Tech modeling team has been in communications with Massachusetts Institute of Technology (MIT) researchers
working on ASCENT Project 47 in regard to results of a medium-sized SST.

The Purdue team has maintained its ability to incorporate any “type” of supersonic aircraft in the FLEET tool without many
modifications to the tool itself.

Task 1 - Fleet-Level Assumption Setting and Demand Assessment
Georgia Institute of Technology and Purdue University

Objectives
In order to better understand the potential demand for supersonic air travel, the Georgia Tech team developed a parametric

airline operating cost model in order to be able to explore the sensitivities of key vehicle, operational, and cost parameters



on the required yield an airline would have to target for ticket prices on such a potential new supersonic aircraft. The current
model, however, assumes fixed parameters for key vehicle metrics—which can be changed—but do not include sensitivities
to key vehicle design choices such as vehicle size, design cruise Mach number, and maximum range. This Task will examine
the implications of the physical and technical dependencies on the airline operational cost. Through the vehicle performance
sensitivities such as passenger capacity and design cruise Mach number, it will be possible to determine the combined “sweet
spot” that would be the most profitable vehicle to operate for an airline. In order to accomplish this, the existing vehicle
models created in the prior year will be utilized and supplemented by additional vehicles proposed in Task 4. These vehicles
together will serve as the foundation to create credible sensitivities with regards to parameters such as vehicle size and
design cruise Mach number. These sensitivities will then be embedded into the airline operating cost estimation model and
utilized to explore the combined vehicle and airline operational space in order to identify the most economically feasible
type of supersonic vehicle.

Research Approach (Georgia Tech)

Potential Airline Market for Supersonic Travel

After analyzing the potential demand from a passenger perspective, the Georgia Tech team has investigated the market for
supersonic travel from an airline perspective. A4A data for airline operating costs are used to establish a baseline airline cost
structure representative of subsonic operations. Specifically, Passenger Airline Cost Index (PACI) data for the fourth quarter
of 2016 are used to establish the structure shown in Figure 1. As can be seen, “labor” and “fuel” costs account for
approximately 50% of all airline operating costs. Other major contributors include “aircraft rents and ownership” and
“professional services.” This baseline structure is assumed to be representative for a currently operational reference subsonic
aircraft with certain specifications. To estimate a similar cost structure representative of operating costs for a concept
supersonic aircraft, the specifications of the latter needed to be estimated relative to those of the reference aircraft.
Engineering judgement is used, along with some feedback input based on the results of Task 2, to define the specifications
of the concept supersonic vehicle. With these specifications, and by normalizing the cost structure by flight hour, the baseline
airline structure could be adjusted to reflect the differences in various component costs (e.g., fuel and maintenance).
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Figure 1. Commercial Airline Cost Index.

An important parameter that is estimated with this procedure is the required yield per seat mile (i.e., the average fare per
seat mile). If airline profit margins are assumed to remain the same as those for subsonic operations, yield directly correlates
with operating costs. The operating cost is estimated for different utilization and fuel consumption scaling values. The



complete analysis for the various size and speed combinations has been delayed pending finalization of the vehicle trades
in Task 4.

Demand Assessment

Another objective of this Task is to develop an all-encompassing framework to assess demand for commercial supersonic
air travel, while simultaneously accounting for flight routing that abides by current regulations. There is presently no
established method to adequately predict SST demand. Often such demand is accounted for by assuming a fixed proportion
of premium passengers (i.e., business and first-class travelers) would switch from subsonic to supersonic flights across all
routes. This approach, however, does not account for the effects of time savings and fare changes that are route specific. A
more accurate approach would therefore quantify demand on a route-by-route basis according to the time saved during the
supersonic flight translated to an extra amount of fare paid.

Demand forecasting for commercial supersonic flight is achieved by considering current forecasts for commercial subsonic
flight. The approach relies on calculating a "switching percentage” of premium passengers who would switch to supersonic
flights if enough value, in terms of time savings, would be provided. Induced demand could also exist, which is defined as
the additional demand that could occur purely due to the availability of supersonic service that would otherwise not exist.
However, induced demand is difficult to quantify and it is unclear if this would constitute a significant amount of additional
demand. As a result, the impact of induced demand is neglected. Figure 2 summarizes the overall approach implemented.

Figure 2. Overall Approach for Demand Forecasting.

Potential Supersonic Routes

To assess the future market of supersonic transport, current subsonic routes with potential for supersonic operations need
to be identified first. Such routes have to exceed a certain minimum distance to guarantee value in time savings. They also
need to be of high demand to guarantee a high switching percentage of premium passengers. Generally, any long-distance
route with high demand would be considered a potential supersonic route.

This study relied on the FAA Global Inventory of 2015 to establish information regarding commercial service routes around
the world, including the total number of operations and total number of seats (FAA, 2015). This inventory is combined with
another one retrieved from the AEDT, which contains data for over 35,000 airports around the world, including location (in
terms of latitude and longitude) and runway length (FAA, 2020). Together, both inventories provide the necessary
information to filter routes based on distance and seating capacity (or demand).

While distances between airports remain fixed, seating capacity could grow or shrink based on future passenger demand
growth. For instance, a route with low demand in 2015 could still be considered a potential supersonic route if growth rates
for that route are such that it exceeds a certain seating capacity for a future year. Therefore, the identification of potential
supersonic routes could not only rely on current and/or historical operations but also had to account for future growth. To
that effect, aviation traffic forecasts are utilized to estimate demand growth rates in different regions of the world.

The inventories along with the aviation traffic forecasts provide a complete picture of future aviation growth. Applying a
conservative assumption for the number of premium passengers per flight provides an initial estimate for supersonic demand
in terms of premium Passengers Daily Each Way (PDEW). Finally, by enforcing the minimum requirements for distance and
capacity on each route, the Georgia Tech researchers have identified an initial set of potential supersonic routes.



Supersonic Fare
Once the potential supersonic routes are identified, they need to be analyzed in order to determine the switching percentage

of premium passengers. To do so, it is necessary to compare the extra cost to passengers from flying supersonic with the
value gained from time savings. While the latter is a direct outcome of the routing algorithm (discussed later), the former
needed to be determined. For each route, the subsonic fare is estimated using economic assumptions for yield and cost
index of current commercial airlines. The extra costs of flying supersonic (AFare) are then computed by scaling the airline
yield and costs to account for changes in fuel consumption and aircraft utilization. This process is detailed as follows.

Reference subsonic fuel burn per passenger (FBq/PAXgs) values for every route are first computed using the great circle
distance between the departure and arrival airports and a fuel efficiency metric. The latter is a user input that averages gate-
to-gate (i.e., accounts for all phases of flight: taxi, takeoff, climb, cruise, descent, and landing) fuel burn for a subsonic
aircraft. An appropriate estimate for such value could be found in the literature based on historical performance specific to
certain aircraft types or averaged for an overall fleet. The metric is usually defined in terms of passenger distance per fuel
quantity (e.g., (pax-nmi)/ton). Accordingly, FBre/PAXge is calculated as:

FBReF )
PAXgr = distancegc/effrgr m
where the subscript GC denotes great circle distance, and effwr is the reference fuel efficiency metric. Alternatively,
supersonic fuel burn for every route is calculated based on the results of the routing algorithm. Outputs of the algorithm
include the cruise distances covered in subsonic and supersonic regimes, the number of accelerations n,, and the number
of fuel stops n, (if any). This information is used along with the aircraft characteristics to establish supersonic fuel burn:

(2)

distancegy, = distancegyper
SARsub SARsuper

FBSST = + ng- FBA + (nf + 1) . (FBT&C + FBD&L)

where [FB,; FBrec; FBoa] are the fuel penalties to accelerate, takeoff and climb to cruising altitude, and descend from cruising
altitude and land, respectively.

Another important parameter affected by supersonic operations is aircraft utilization, which is typically measured in terms
of block hours per day or per year. Higher aircraft utilization allows for fixed airline costs to be spread over more block
hours, effectively decreasing those costs on a per mile or per passenger basis. For supersonic aircraft, it is expected that
utilization would be less than that of subsonic aircraft, thus increasing costs to airlines.

The impacts of both fuel burn and utilization on airline costs are captured through the definition of a multiplier g:

 Cpyel + E - Cg
FBypp PAXgey el T g, Cixed (3)

B =[1— Ceyer — Cfixeal +

where [Cia; Cid] are the fuel and fixed proportions of airline operating costs, PAXsr is the number of passengers of the
supersonic aircraft, and [Use; Ussr] are the utilization values for the subsonic and supersonic aircraft. Moreover, within the
fixed cost proportion of airline operating costs are ownership costs, which are directly affected by the cost of acquisition of
a supersonic aircraft. To account for that, Cs,.q is further broken down into an ownership cost proportion and an "all-other"
one:

Cfixed =V Cownership + Call—other 4)

where y is an acquisition multiplier used to scale the proportion of ownership costs. Finally, AFare is calculated using an
average yield per unit distance for a commercial subsonic airline (yzjjine):

AFare = (B — 1) - distancegc * Yairiine (5)
Switching Percentage

Once AFare is computed for every potential supersonic route, the switching percentage is determined by comparing the
AFare per unit time saved to the Value of Travel Time Savings (VTTS) of the passengers. Essentially, if the cost per hour saved




is lower than a passenger’s hourly income, it is assumed that such a passenger would find value in switching to a supersonic
flight. Time savings along a given route are calculated using results from the routing algorithm (see Task 2 section):

time savings = tggp — tesr (6)
trer = trac T tpes + distancegc/speedggr (7)
tsst = trac T tpes * distanceg,y/speedgy, + distancesyper/speedsyper + 7 * tre—fuer (8)

where [txr; tssr] are the flight times for the reference subsonic and SST vehicles, [twc; tha] are the takeoff and landing times,
and t.sqe is the 90-minute delay assumed for fuel stops. The switching percentage (SP) along a given route is thus defined as
follows:

no. passengers with VTTS > AFare per hour saved no. of passengers

SP =100 X 9)

no. of passengers

Evaluating the equation above requires information regarding the income distribution among passengers of every potential
supersonic route. This information is impossible to determine precisely. However, it could be approximated based on the
income distribution of a certain country or region (e.g., the income distribution of the departure country, or the arrival
country, or the region in which both airports lie, etc.). Such data is available in the literature. Accordingly, the switching
percentage is approximated as:

no. of individuals in a population with VTTS > AFare per hour saved

SP ~ 100 X (10)

no. of individuals in a population who could afford to travel at least once

While the numerator of the equation above correctly accounts for individuals who would find value in flying supersonic, it
does not account for the frequency of their trips along the route. This is important because the number of
weekly/monthly/yearly trips made by an individual tends to increase with income. Such relationship between trips per capita
and income per capita is also readily available in the literature. By accounting for this effect, the final form of switching
percentage utilized in this study is as follows:

no. of trips made by individuals in a population with VTTS > AFare per hour saved

SP ~ 100 X amn

no. of individuals in a population who could afford to travel at least once

Using data available for the income distributions of passengers and their trip frequencies, the equation above is evaluated
for every potential supersonic route to compute demand. However, a distinction has to be made between passengers
traveling for leisure versus business when applying these distributions since they may differ based on the nature of travel.

Once SP is evaluated for a given route, supersonic demand in terms of PDEW is calculated as:

PDEW = SP - daily available seats 12)
load factor

where the daily available seats on a specific route are those determined using the aviation traffic forecasts and the load
factor is a user input. The number of daily flights along the route is derived based on PDEW:

daily flight PDEW 13)
al 1 S =
y g PAXssr
Finally, the number of aircraft required to satisfy the yearly demand is computed using yearly aircraft utilization:
daily flights " ¢,
no. of aircraft = STV TIBNS best (14)

Aviation Traffic Growth Rates
In order to identify the initial set of potential supersonic routes, an air traffic forecast is needed to estimate growth rates in
different regions of the world. In this study, those growth rates are derived from the 2019 Boeing Commercial Market Outlook




(CMO) (Boeing, 2019). The Boeing CMO divides the world into 12 different regions and includes the forecasted traffic growth
between them, as shown in Table 2. Those different growth rates are applied to the baseline network of operations derived
from the FAA inventories in order to project the operational network for a given future year. Each airport in the baseline
network is mapped to one of the Boeing regions, and growth along the different network routes is determined depending
on the regions in which the origin and destination airports lay.

Table 2. 2019 Boeing Commercial Market Outlook and Forecasted Traffic Growth.

Afrca - Africa 6.6% Curope -~ Southeast Asia 2.0%
Africa = Europe 4.1% Middle East = Middle East 471%
Africa = Middle Eamt 1.3% Middle East = North America 1%
Central America = Central America  3.0%  Middle East = Oceania 4.2%
Central America = Europe 1.9%  Middle East = Russia and Central Asia 4.9%
Central America = North America 5.1%  Middle East = South Asia 6.4%
Central America = South America 5.9%  Middle East = Southeast Asia 4.8%
China = China 6.2%  North America = North Amenca 3.1%
China = Curope 5.2% North America = Northeast Asia 1.2%
China = Middle Cast 9.4%  North America = Oceania 3.3%
China = North America 4.9% North America = South America 5A4%
China = Northeast Asa 4.2% Northeast Asa = Northeast Asia 1.1%
China = Oceania 4.7% Northeast Asa - Southeast Asia 41%
China = Southeast Asia 6.1% Oceania = Oceania 3.7%
Lurope = Lurope 1.6%  Oceania = Southeast Asa 1.6%
Lurope = Middle Last 43%  Russia and Central Asia ~ Russia and Cemtral Asia 3.1%
Lurope = North America 2.9% South America = South Amernca 0.7%
Curope ~ Northeast Asia 1.6%  South Asia ~ South Asia 7.1%
Europe « Rumsia and Central Asa 2.7%  Southeast Asia ~ South Asia 8.6%
Europe ~ South America 45%  Southeast Asia ~ Southeast Asia 7.1%
Europe ~ Sowth Asia 4.7%  Rest of the World 51%
Overall annual growth 4.0%

Once traffic growth is applied, potential supersonic routes for a given future year are identified through filtration based on
distance and seating capacity. An example of such a filtration process is shown in Figure 3. Essentially, routes with PDEW
less than the SST vehicle seating capacity are considered to be of low demand and are disregarded. Long distance (>1,500
nmi) routes above that limit are considered to be potential supersonic routes. Those routes are identified for the years 2025,
2035, 2045, and 2050. Even though the Boeing CMO only extends to 2038, growth rates are extrapolated to 2050 to gauge
the full potential of the commercial supersonic market. Supersonic vehicles are currently not in production; if they are to be
introduced within the next decade (i.e., by 2030-2035), the introduction will be slow at first. Full market saturation will
probably occur within 10-15 years after entry into service following historical trends for subsonic aircraft. The year 2050 is
assumed to be an appropriate reference point for a comprehensive assessment of demand for supersonic air travel.
Extrapolation beyond 2050 would increase uncertainty and diminish the reliability of results.

Aircraft and Airline Characteristics

Parameters required for demand forecasting and flight routing are listed in Table 3. Those parameters can be divided into
three primary groups. The first group describes the commercial SST vehicle and includes: seating capacity, load factor,
Machguw, Machsuper, SARswb;, SARsuper, FBa, FBrec, and FBoe. The second group describes the reference subsonic vehicle and includes
Machge and effe:. The final group describes the airline economics and includes Uger, Usst, Cruety Cownershipy Cattothers ¥y @Nd Yairine.




Figure 3. Filtration Process to Identify Potential Supersonic Routes.

Table 3. Parameters Required for Demand Forecasting and Flight Routing.

Parameter Value Parameter Value
Seating capacity 55 Machgygy 080
Load factor 0.80 effyer [pax-nmijt) 24,011
Range (nmi) 4,500 Upgr [h/year) 4,500
Mach,,,, 0.9% Uggy (h/year) 1,000
Mach,,,.., 220 Croel 0,155
SAR,,, (nmi/t) 615 Couneniip 0,072
SAR,,,.., (nmift) 5.1 Collather 0.300
e, (1) 3.3 Y ]

FByge (t) 40 Yabne [3/pax/nmi) 0.1483

Flpg (1) 2.0

Values for the first group of parameters are either based on advertised values for the Boom Overture concept (e.g., seating
capacity and Mach,,,.)) or are estimated using historical performance data of the Concorde while accounting for technological
improvements. Passenger load factor is set to 0.80 based on projected trends for subsonic international operations (FAA,
2018), while Mach,,, is set to 0.95, similar to the Concorde. Specific air range (SAR) values are a function of the instantaneous
weight of the aircraft and its cruising altitude. According to the technical manual of the Concorde, ranges for SAR,,, and
SAR,,.. in nautical miles per ton of fuel are found to be approximately 33-48 and 47-68, respectively (Air France, 2003).
Averaged SAR values for the SST vehicle are derived from those of the Concorde by accounting for performance improvements
in both the subsonic and supersonic regimes. Fuel penalty [FB,; FBrc; FBoa] values are based on conservative estimates for
fuel burn during the respective flight phases. An SST conceptual design tool developed by the Georgia Tech researchers and
calibrated using Concorde data is utilized to derive those estimates (Hassan, Pfaender and Mavris, 2020).

Moreover, values for the second group of parameters are based on typical subsonic operations. Cruising Mach number, Mg,
is set to 0.80. Gate-to-gate fuel efficiency effggr is based on two recent studies by the International Council on Clean
Transportation (ICCT). One study analyzed the fuel efficiency of 20 major airlines along transatlantic routes in 2017 and
found the industry average to be 34 pax-km/L (Graver and Rutherford, 2018). The other study analyzed the fuel efficiency
of 10 major airlines along the U.S. to/from South America routes in 2018 and found the industry average to be 37 pax-km/L
(Zheng and Rutherford, 2019). The latter value is the one used to derive the value shown in Table 3 assuming jet-A fuel
density to be 0.802 kg/L.

Finally, values for the third group of parameters are either based on assumptions regarding future supersonic operations
(e.g., Ussr and y), or derived from historical cost data for airlines. An appropriate estimate of utilization for a current subsonic



aircraft would be 4,500 hours per year. Given the smaller market size of supersonic air travel, utilization for the SST vehicle
is assumed to be 1,000 hours per year. The acquisition cost of an SST vehicle is also assumed to be three times that of a
subsonic vehicle of similar size (e.g., Boeing 737-800). As for the airline cost proportions [Cru, Cowmershipy Catomer], they are
determined based on data retrieved from Airlines for America Passenger Airline Cost Index (A4A PACI) derived from airline
data submissions to the U.S. Department of Transportation (Airlines for America, 2017). Last, the average yield value for a
commercial subsonic airline is derived from yield values for international operations reported in the FAA aerospace forecast
(FAA, 2018).

Trips per Capita and Income Distributions

In order to compute switching percentage (SP), trips per capita and income distribution data are needed. First, the
relationship between trips per capita and income per capita is established using socioeconomic data from the International
Air Transport Association (IATA). IATA relates the average frequency of air travel in terms of trips per capita to the living
standards measured in GDP per capita (IATA, 2019). To convert from GDP per capita to income per capita, a factor of 0.9 is
applied. The resulting relationship is plotted in Figure 4. Since the IATA data only extends to an hourly income of $40,
extrapolation is required to account for premium passengers with much higher incomes. Extrapolation is linear based on
the last two data points (rather than all data points) to avoid over estimation. Moreover, the maximum number of trips per
year is capped at 20 assuming that passengers with a higher trip frequency would shift to the business jet market. The final
relationship between trips per capita and income per capita is as follows:

0.0959 * VTTS — 0.0603 if VITS < $40/h
yearly trips per capita = {0.0330 * VTTS + 2.4324 if $40/h < VTTS < $530/h (15)
20 if VTTS = $530/h

where value of travel time savings (VTTS) is assumed equivalent to the hourly income per capita and $530/h is the value at
which the extrapolated line crosses 20 trips per year.

Figure 4. Relationship between Average Frequency of Air Travel to Value of Travel Time Savings.

After establishing the relationship between trips per capita and VTTS, income distributions need to be defined. Ideally, a
separate income distribution would be utilized for each supersonic route depending on the origin/destination countries or
regions. However, this is very difficult to implement due to the lack of complete and/or high-quality income data for many
countries around the world. This study relies on income data from the World Inequality Database (WID), which not only
includes the data, but also rates its quality (WID, 2019). Even though data for countries like the U.S. are available and their
quality is rated very highly, data for many other countries in the WID are either incomplete or unreliable.

Income distributions for countries with complete data are examined. It is observed that the distributions across different
countries have a similar shape, as shown in Figure 5. Furthermore, when only accounting for the "traveling” adults of the



population (i.e., adults whose income allowed for at least one trip per year— quantified using Figure 5), the high-end fraction
of the distributions almost overlapped. Effectively, for higher income values, most income distributions exhibit similar
behavior. This is an important observation since the high-end fraction of the distribution is the one of concern for SP
calculations. VTTS values of premium passengers who would switch to supersonic travel will be towards the high-end of the
income distribution.

Figure 5. Income Distributions for Countries with Complete Data.

Based on this observation and due to the lack of complete income data for many countries, the Georgia Tech researchers
have decided to utilize only one representative distribution for all SP calculations. The U.S. income distribution of 2014 is
selected due to its completeness and high-quality rating. Additionally, differentiation between leisure and business travel is
achieved by considering the type of income and the share of travel. For leisure travel, post-tax income data is used, and a
0.596 share is assumed according to historical trends from the U.S. Bureau of Transportation Statistics (BTS) (BTS, 1995).
Alternatively, for business travel, pre-tax income is used, and a 0.404 share is assumed. The resulting cumulative number
of U.S. adults as a function of hourly income is shown in Figure 6. Finally, the numerator of Eq. (11), and hence SP, is
evaluated by combining the cumulative number of adults with the corresponding number of yearly trips based on income
(Figure 6).

Figure 6. Cumulative Number of U.S. Adults as a Function of Hourly Income.

Results

The initial set of potential supersonic routes derived from combining the FAA inventories with the Boeing CMO nominal
growth rates consists of 2,045 one-way origin-destination pairs. The flight routing algorithm is utilized to determine the
time savings across these routes. To that effect, the Partnership for an Advanced Computing Environment (PACE) at Georgia
Tech is leveraged to access a cluster of Intel Xeon Gold 6226 processor nodes. One core is utilized per route. The resulting



cumulative distribution function of computational run time is shown in Figure 7. As illustrated in the figure, half of the routes
took less than 10 minutes to run (each), while 90% took no more than three hours. Outcomes of the routing algorithm are
then used to calculate SP, the cumulative distribution function of which is shown in Figure 8. A third of the routes had SP
values greater than 7%, while nearly 60% had SP values of at least 5%. Figure 7 and Figure 8 provide an overview of the
computational efficiency of the routing algorithm and the sizable market capture of supersonic air travel along many
candidate routes.

Figure 7. Cumulative Distribution Function of Computational Run Time.

Figure 8. Cumulative Distribution Function of Computed Switching Percentage.

After routing the initial set of one-way origin-destination pairs, outcomes are collected and processed in order to calculate
SP and assess future demand. Based on the flight routing outcomes and the SP calculations, this initial set is then filtered so
that only viable routes are used for demand forecasting. For a route to be deemed viable, it has to meet the following criteria:

time savings relative to the reference subsonic aircraft are more than 20%.

time savings relative to the reference subsonic aircraft are more than two hours.
number of accelerations are less than four if no fuel stop is needed.

number of accelerations are less than six if fuel stops are needed.

number of flights per day in 2050 are at least one.

AFare per hour saved is less than $1,000.

SoOVhwh =

Out of the initial set of 2,045 routes, 1,084 (53%) met the above-mentioned criteria. This filtered set of routes is used to
forecast demand for commercial supersonic air travel. The top 10 two-way origin-destination routes in 2050, ranked by PDEW,
are summarized in Table 4. Besides the very top Dubai-Hong Kong route, which is hugely driven by the Middle East-China
annual traffic growth rate of 9.4% (Table 2), routes on the top 10 list are generally characterized by a balanced combination
of high time savings, low distance penalties, high SP, and high traffic growth rates between the origin and destination regions.
Moreover, it is not surprising that the majority of the cities on the list are coastal cities. Those coast-to-coast city pairs give
the routing algorithm direct access to open water and an opportunity to fly the SST vehicle at its supersonic speed for the
majority of the flight in order to maximize time savings.



Table 4. Top 10 Two-way Origin-Destination Routes in 2050 Ranked by PDEW.
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A more holistic view of demand in 2050 is provided in Figure 9 and Figure 10. These figures illustrate the connectivity of the
different regions of the world in terms of daily passengers (Figure 9) and distances flown (Figure 10). Southeast Asia is the
region with the highest number of daily passengers due to its access to both the Indian and Pacific Oceans (i.e., over water
connections with the Middle East (Indian), South Asia (Indian), China (Pacific), and Northeast Asia (Pacific)). Alternatively, the
biggest connectivity between two regions in terms of passengers and flown distances is the one between North America and
Europe over the Atlantic Ocean.

Figure 9. Holistic View of 2050 Demand for Supersonic Travel in Terms of Daily Passengers.




Figure 10. Holistic View of 2050 Demand for Supersonic Travel in Terms of Daily Flown Distances.

Consequently, both regions rank first and second, respectively, in terms of daily flown distances. The connectivity between
North America and China is similarly high but only in terms of flown distances because of cross-Pacific routes. Furthermore,
the Middle East ranks third in terms of both passengers and distances flown due to its central location that helps it connect
different regions of the world over the Mediterranean Sea and the Indian Ocean.

To satisfy passenger demand in 2050 using SST vehicles with a seating capacity of 55, passenger load factor of 0.8, and
utilization Usr of 1,000 hours per year, the number of SST vehicles required is 8,081, as calculated using Eq. (14). To put
this number in context, it is compared to the Boeing CMO projection for the worldwide subsonic fleet. The CMO reports that
the 2018 fleet count, not including freighter aircraft, is 23,860 and projects it to grow at an annual rate of 3.4%. Thus, the
subsonic fleet count by 2050 is expected to be 69,555. At 8,081 vehicles in 2050, the SST fleet size would be 11.6% of that
of the subsonic fleet (or 10.4% of that of the overall fleet).

Research Approach (Purdue)

FLEET’s Passenger Demand and Route Network

FLEET predictions for routes and passenger demand build upon reported data from the BTS (Airline Origin and Destination
Survey—DB1B). The FLEET simulations presented in this paper use 2005 as the starting year for all simulations, because
most stated aviation emissions goals use 2005 as the reference year. FLEET uses historical BTS data for years from 2005
through 2018, then uses model-based predictions for years 2019 and beyond. This causes FLEET to have a dynamic route
network that follows how U.S. flag carrier airlines updated their route networks as reported in the BTS data until 2018,
followed by a static route network from 2018 and beyond. In 2018 (and all the subsequent years), there are 1,974 routes in
the FLEET network that connect a subset of Worldwide Logistics Management Institute Network Queuing Model (WWLMINET)
257 airports'. All these routes are either U.S.-domestic routes or international routes with direct flights originating or ending
at a U.S. airport.

Extracting and Processing Data from BTS Datasets

The BTS demand data employed in this work is the T-100 Segment Data (all carriers). The T-100 segment demand data comes
in either monthly or yearly entries, with all data from both domestic and international carriers, passengers, and cargo services
(scheduled and unscheduled), all types of carriers (regional, major, small certified, etc.), and all types of aircraft
configuration. This raw data contains information irrelevant to FLEET and therefore needs to be filtered before using it to
generate the route network in FLEET. For this work, the authors use yearly data for years from 2005 to 2018, but the filtering
approach is applicable to monthly data also.

' The “World-Wide LMI Network (WWLMINET) 257" airports as reported by Logistics Management Institute are those
“worldwide” airports that have the most operations.



Filtering the Data

The authors use the filters numbered 0 to 11 in Table 5 to trim the raw data from BTS to relevant data that can be used as
an input for further processing in FLEET. After these filters are applied to the raw data in the order listed in Table 5, the final
demand data contains information about the number of passengers per year on directional routes by all domestic carriers
combined. For instance, after filtering, the demand data for the JFK-LHR route has a single entry that represents the yearly
number of passengers carried by all U.S.-flag carrier airlines combined.

Processing the Data

The filtered data is input into FLEET and additional filters for aircraft performance and airport characteristics are applied to
the data. The yearly data is then transformed to daily demand (dividing the yearly demand by 365 and then ceiling the result
for integer number of passengers) applicable to both directions of a route (bi-directional routes) by choosing the larger
demand of the two directions to represent the demand for each direction. For instance, if JFK-LHR has a daily demand of
10,000 passengers and LHR-JFK has a daily demand of 10,500 passengers, then the daily demand in FLEET for the JFK-LHR
route will be 10,500 passengers. Routes with daily demand greater than or equal to 10 passengers constitute the route
network in FLEET for that year. This step is included in Table 5 as filter number 12.

Table 5. List of Filters for Extracting and Processing BTS T-100 Segment Data (All Carriers) Using Year 2005 as an Example.

ID Step Purpose Data
Monthly records on directional routes by both
different international and domestic carriers; More
than one record/month possible
0 Initial BTS data for 2005 / P
T-100 Segment (all carriers) Example: American Airlines (AA) has two entries for
JFK=LAX route in Jan, one entry in Feb, four entries
in Mar, etc.
All origin- and destination- . . - S
1 airports are in the WWLMINET :zeizﬁeegtsne;nflor routes with origin or destination Same as above
257 airport network e Y
2 | Filter out cargo carrier group Same as above
Filter out freight configuration ) )
3 | and seaplane configuration Keep entries for scheduled passengers service Same as above
aircraft (this can include flights by regional, commuter,
small certified carriers)
Filter out all cargo scheduled
4 | service, unscheduled passenger Same as above
service
Filter out all routes by Keep entries for flights by U.S.-flag carrier MonthIY recor_ds o_n directional routes by different
5 1. . - S domestic carriers; More than one record/month
international carriers airlines only )
possible
6 Filter for non-zero passengers Keep entries with non-zero demand only Same as above
and seats
7 | Filter for non-zero distance Keep entries for “real” flights Same as above
Monthly records on directional routes by different
domestic carriers; Only one record/month
8 Aggregate to get monthly
erformance .
P Example: AA has one entry for JFK-LAX route in Jan,
Feb, Mar, etc.
Monthly records on directional routes by one large
“aggregate” airline representing all domestic carriers
Group by directional routes to B ” - ggreg P 9
; . Assume one large “aggregate” U.S.-based airline,
9 | combine demand of all airlines L h .
no competition considered Example: JFK-LAX route has 12 entries, one for each
on each route together ) P
month, and the demand shown is sum of all airlines
demand




Yearly records on directional routes by one large

“aggregate” airline representing all domestic carriers
ﬁg?f:)i?r?at\ict: get yearly Aggregate monthly data into yearly data 99greg P 9

Example: One entry for JFK-LAX route for year 2005

Keep only entries for routes with regular
operations (at least 1 flight/week or 52

. . flights/year performed on directional routes)
Filter for routes with regular

departures performed Same as above

Example: JFK-LAX has 105 flights performed in
2005 2 kept

JFK=IND has 50 flights performed in 2005 > out

Turn each subset into a . . .
12 257%257 matrix Prepare for input to FLEET Same as above, in matrix form

Filter for minimum passengers per day,
13 | Process in FLEET minimum runway length, etc.
Turn yearly demand to daily demand

Daily demand on bi-directional routes by one large
“aggregate” airline representing all domestic carriers

Updated Route Network

FLEET's route network updates every year from 2005 to 2018 using the corresponding year's BTS T-100 Segment data (yearly).
This causes FLEET's route network to have 1,965 routes in the year 2005 and 1,974 routes in the year 2018. FLEET's route
network stays static beyond 2018, hence, there are 1,974 routes in FLEET from years 2018 to 2050. Earlier, FLEET had a
static route network with 1,940 routes from years 2005 to 2050. The updated route network allows FLEET to include some
current “popular” trans-Pacific and trans-Atlantic routes, like SJC-HND, that were missing from FLEET's previous route
network, and to remove some outdated routes, like ATL-LGW, from its route network.

Characterizing Supersonic Passenger Demand

To estimate the supersonic passenger demand, the Purdue team began using the discussion on Boom Supersonic's website
about passengers paying same fares for supersonic flights as today’s business class (Boom Supersonic). Using this concept
is not intended to endorse this position; instead, it provides a convenient and publicly presented starting point for
characterizing potential supersonic aircraft passenger demand. The work presented in this report assumes that the potential
supersonic passengers are the current passengers who pay “business class or above” fares. In FLEET, the travel demand is
split such that supersonic (business class or above) demand is a fixed percentage (5%) of the total travel demand on each
route and the remaining demand is passengers only willing to pay subsonic fares. As a starting point to estimate the number
of potential paying passengers in business class or above, the Purdue team considered typical aircraft currently flying
transoceanic routes. Those aircraft have enough seats in business and above cabins that are roughly 10% of the total seat
capacity, albeit with fairly significant variation. From this, the team assumes that 50% of the daily business class or above
passengers in the historical data (or 5% of the total demand) are willing to pay the supersonic fare, and this 5% of total
passenger demand on a route becomes the supersonic passenger demand on that route. This is a coarse approximation that
half of the passengers flying in the business class or above cabin are paying the higher fare, while the other half are using
upgrades or similar promotions rather than paying the full fare. A direct comparison with BTS database is not possible for
our 5% supersonic demand assumption, because the DB1B Coupon database (Airline Origin and Destination Survey—DB1B)
sample consists of ticket prices paid only for domestic routes. However, an indirect comparison indicates that for all domestic
routes in the DB1B for 2016, 4.82% of the reported tickets were business class or above; focusing on U.S. domestic flights
between 2350 nmi and 4500 nmi, 6.89% of the reported tickets were business class or above. This supports that the 5%
assumption is not unrealistic. This approach will be replaced by a passenger-choice model to estimate the supersonic
passenger demand in the future.

Identifying Potential Supersonic Routes

This report considers potential airport pairs that are connected with both nonstop (direct) flights and flights with a fuel stop
(indirect) as potential supersonic routes. The Purdue team identified potential supersonic routes from FLEET's latest route
network of 1974 routes using a set of route filters based on the performance characteristics of a “placeholder” supersonic
aircraft. Details about the placeholder supersonic aircraft are provided in the following sub-section. The potential supersonic
routes are filtered based on the placeholder supersonic aircraft's maximum design range (differentiating between routes
that require a fuel stop and those that do not require one), the aircraft's maximum range capability for different percentages
of supersonic and subsonic flight segments, and the block time savings incurred when flying supersonic aircraft compared
to subsonic aircraft. To calculate the minimum time flight path for a supersonic route, the team employs a very simple



supersonic route path adjustment strategy that gives the block time, percentage of flight path over water, updated departure
heading for the route, and minimum time route distance as outputs.

“Placeholder” supersonic aircraft model

To identify potential supersonic routes, this work used a placeholder 55-seat supersonic aircraft with a maximum design
range of 4,500 nmi using a relatively simplistic approach to identify the potential supersonic routes from the overall route
network in FLEET. The supersonic aircraft modeled here makes no attempt at sonic boom reduction, so that it flies over water
at a supersonic cruising speed of Mach 2.2 and flies overland at a subsonic cruising speed of Mach 0.95. The simplistic
sizing and performance analysis for this placeholder aircraft model uses the Breguet range equation to calculate the fuel
burn and block time for routes of different lengths and different values of percentage of overwater flight. The simplistic
supersonic aircraft modeling uses the following abstractions:

e The overland segment is assumed to be equally split at each end of the overwater segment. For example, for a
mission of 3000 nmi with 75% of flight over water, the overland portion of the flight is split into 375 nmi
segments at the beginning and at the end of the 2250 nmi overwater segment, so that the total over-land flight
segment for the mission is 750 nmi. In reality, the overland segment is airport pair- and route-dependent (e.g.,
for one airport pair, the origin might be close to the ocean, and the destination further inland; the return flight
on this pair would have the opposite), so a higher resolution representation of the routes will lead to different
fuel burn characteristics for each direction on each route.

e There is no range credit for the climb and acceleration segments from 35,000 ft @ Mach = 0.95 to 55,000 ft @
Mach = 2.2 for the supersonic aircraft. There is a simple estimate for fuel burn for these accelerations.

e There is no range credit for the descent and deceleration from supersonic to subsonic speeds. Also, no fuel burn
is considered for this descent segment.

Using the team's engineering judgement, the lift-to-drag ratio (L/D ratio) for sizing the placeholder supersonic aircraft
changes for supersonic (Mach = 2.2) and subsonic (Mach = 0.95) flight regime, varying from a value of 8.0 @ Mach = 2.2 to
a value of 13.0 @ Mach = 0.95. These are meant to be a bit better than the Concorde to reflect improved aerodynamic
design. The fuel burn estimates also vary for the two flight regimes. Again, guided by information about the Concorde, the
specific fuel consumption (SFC) value of the notional 55-passenger supersonic aircraft is 1.0338 (1/hr) @ Mach = 2.2. The
subsonic flight regime's fuel burn is estimated using a product of the supersonic flight regime's SFC value and Concorde's
subsonic flight to supersonic flight SFC ratio, leading to an SFC value of 1.2025 (1/hr) @ Mach = 0.95.

The simple sizing and performance assessment allow estimation of supersonic aircraft maximum range as a function of
route overwater percentage. Figure 11 shows the supersonic aircraft maximum range capability as a function of the
percentage of flight over water. The supersonic aircraft has an all-supersonic (100% overwater flight) range capability of
4,500 nmi. The range capability reduces with an increase in percentage of overwater flight because the supersonic aircraft
has to fly further at subsonic speeds, which is less efficient in the placeholder model of the supersonic aircraft, leading to
an increased fuel burn and a reduced aircraft range. The supersonic aircraft modeled here shows a maximum range of
2790.5 nmi when flying completely over land.

Figure 11. Supersonic Aircraft Maximum Range Capability as a Function of the Percentage of Overwater Flight.



Simplistic supersonic route path adjustment

The percentage of overwater flight calculations form the second component used in determining the route-specific range
capability of supersonic aircraft (shown in Figure 11). The method presented here identifies route adjustments that lead to
minimum flight time for a particular route (using supersonic speeds over water and subsonic speeds over land). Because the
current work considers that the supersonic aircraft can operate over Mach 1.0 only while flying over water, the desire to
minimize flight time through route adjustments corresponds to finding route path deviations from its great circle path to
allow the aircraft to operate at supersonic speeds for the longest overwater route segment possible. The percentage of flight
over water calculations with re-routing technique have the following characteristics:

e These calculations consider the longest route portion over water without any land portions. The great circle distance
is based on the longitudes and latitudes of airports on a spherical Earth model.

e Incase small islands lie under the flight path (in the great circle path or during path re-routing), the algorithm checks
if the sum of path length before and after the island is greater than 40% of the total flight path. If yes, then the small
island is ignored, because of the assumption that an aircraft can avoid the island by flying around it.

e The re-routing technique finds 14 alternate flight path deviations above and below the great circle path. For
generating the alternate flight path, the coordinates of the mid-point of the great circle path are determined, followed
by incrementing (or decrementing) the mid-point latitude by 1° for each alternate flight path, ultimately changing
the departure heading of the aircraft. The 14 alternate routes generated in this study correspond to incremental
deviations in departure heading to a maximum of +7° and -7° from the great circle path. This is very simplistic for
computational efficiency but does recognize that the supersonic aircraft might fly a longer distance so that the
overwater portion of the flight minimizes block time. Higher resolution flight paths would likely be adopted in actual
operations, but the optimal path determination problem was deemed too computationally expensive for the route
characterization part of the study.

e Among the great circle path and all the alternate flight paths generated for a route, the minimum time flight path is
selected for supersonic aircraft operation. The flight time is determined using different flight speeds for overwater
and overland flight operation. The minimum time flight path from the 15 options is selected. The flight time for
every route is calculated using a supersonic flight speed of Mach 2.2 (at 55,000 ft) for the longest segment over
water and subsonic flight speed of Mach 0.95 (at 35,000 ft) for remaining segments. These simplistic calculations
are performed using the following equation:

Poverwater 100 — Poverwater (.I 6)
100 = velg,, 100 * velg,,

trlight =

Here, ty;,n, denotes flight time, Pye,yacer is the percentage of flight over water, vely,, is the aircraft's supersonic speed (Mach
2.2 at 55,000 ft), and velg,, is the aircraft's subsonic speed (Mach 0.95 at 35,000 ft).

For example, considering the JFK-LHR route shown in Figure 12, the overwater calculation technique finds a minimum time
flight path (denoted by red dotted line) with a deviation from the great circle flight path (denoted by solid red line). In this
case, the minimum flight time path also has the longest segment over water amongst all the route path deviations generated
by the technique. This simplistic routing provides the inputs for the filters used to identify potential airport pairs for
supersonic aircraft service. The FLEET allocation problem to predict the routes on which supersonic aircraft will operate (and
how many flights on those routes) uses the higher resolution flight path approach developed by our colleagues at Georgia
Tech.

Nonstop Supersonic-Eligible Routes
The following route filters are employed to identify the nonstop potential supersonic routes:

e Routes with minimum time route distance less than or equal to 4,500 nmi.

e Routes satisfying placeholder supersonic aircraft’s range capability as a function of overwater flight percentage.

e Routes with block time savings of one hour or more when flying the placeholder supersonic aircraft on the simplistic
supersonic routing. The authors believe that only routes that show potential time savings of more than 60 minutes
will be to attract passengers given the cost difference; airlines would want to operate their supersonic aircraft on
these routes only for maximizing their profit. A more rigorous passenger choice model might provide a better
approach to this filter.




Figure 12. Supersonic Flight Path Re-routing Example for JFK-LHR Route to Find the Minimum Flight Time Route Path.

These filters lead to the identification of 241 nonstop potential supersonic routes in the FLEET network. Out of these 241
routes, using our fairly simple route path adjustment, 191 routes have greater than or equal to 75% of overwater flight
segment, 35 routes have overwater flight segments between 50% and 75%, and the remaining 32 routes have overwater
flight segments lesser than 50%.

Supersonic-eligible Routes with Fuel Stops
There are some intercontinental routes with sufficiently high passenger demand to suggest the potential for profitable
supersonic operations that have ranges that exceed the un-refueled range of the supersonic aircraft. Even with the increase
in distance flown and with the time required to land, refuel, and takeoff again, the total trip time savings suggests that a
potential supersonic passenger demand would exist on routes with an intermediate fuel stop between the origin airport and
the destination airport. For this work, only airports currently in the FLEET network are considered for potential fuel stops;
there are two trans-Pacific potential fuel stop airports—Honolulu, Hawaii (HNL) and Anchorage, Alaska (ANC); and five trans-
Atlantic potential fuel stop airports—Shannon, Ireland (SNN); Keflavik, Iceland (KEF); Oslo, Norway (OSL); Dublin, Ireland
(DUB); and San Juan, Puerto Rico (SJU). The team recognizes that there exists a number of other potential fuel stop airports
in the Pacific and the Atlantic; however, these airports do not have enough U.S. flag carrier service to appear in the BTS
database and are not in the FLEET network. For routes with fuel stops, this work assumes that the fuel stops are just technical
stops, hence, there is no boarding of any new passenger from the fuel stop airport into the flight or debarkation of any
existing passenger from the flight. The fuel stop adds 60 minutes to the block time of the supersonic aircraft flying on the
with-fuel-stop route (includes time for descent, landing, taxi, refueling, taxi, takeoff, and climb). The supersonic route path
adjustment method for with-fuel stop routes optimizes the heading deviation for each "hop" of the flight, i.e., from origin to
fuel stop (first hop) and then from fuel stop to destination (second hop), while also selecting the optimum fuel stop airport
that minimizes the overall block time. Figure 13 shows the route adjustment approach for routes with fuel stops using the
DFW-HNL-NRT route as an example. The following route filters are employed to identify the with-fuel stop potential
supersonic routes:
e Routes with minimum time route distance less than or equal to 9,000 nmi. This work does not consider more than
one fuel stop on a route.
e Routes satisfying placeholder supersonic aircraft’s range capability as a function of overwater flight percentage. This
step is implemented for each hop of the flight. The route heading deviation is also adjusted for each hop.
e Routes with block time savings of 1 hour or more when flying the placeholder supersonic aircraft on simplistic
supersonic routing. This block time savings includes additional 60 minutes gained in block time due to the technical
stop.

These filters lead to identification of 17 additional potential supersonic routes with a fuel stop in the FLEET network. All of
the 17 potential routes with fuel stops indicate a block time savings of more than two hours over the nonstop subsonic
flight.



Figure 13. Supersonic Flight Path Re-routing Example for Routes with Fuel Stop using DFW-NRT Route with
Fuel Stop at HNL.

Supersonic-eligible Route Network in FLEET
The supersonic-eligible route network in FLEET consists of a total of 258 potential supersonic routes, out of which 241 are

nonstop routes and 17 are with-fuel stop routes. Figure 14 depicts the whole potential supersonic route network for FLEET
on a world map. The route path for the 258 potential routes plotted in this figure are selected using the approach described
in the preceding paragraphs. The routes without fuel stops are shown in gray and the routes with fuel stops are shown in

red.

Figure 14. Supersonic-Eligible Route Network in FLEET (Airport Minimum Time Connections Shown Here; Not the Exact
Route Path Flown).

The current allocation problem setup in FLEET uses the 258 potential supersonic routes as an input. FLEET chooses which
routes to allocate to supersonic aircraft according to the route profitability, which is specific for each year of the simulation.
As with all routes in FLEET, the aircraft will travel a roundtrip on the route, so the Amsterdam Schiphol (AMS)-JFK route also
covers JFK-AMS flights. Table 6 provides information about a few of the routes for potential supersonic service.



Table 6. Details about Selected Potential Supersonic Routes in FLEET (Based on Simplistic Routing).

FLEET Supersonic Simulation Requirements

Higher-resolution Supersonic Aircraft Model and Routing

As mentioned before, the Purdue team employed the placeholder supersonic aircraft model to only identify the supersonic-
eligible route network in FLEET. The team used the 55-seat A10 notional medium supersonic aircraft model to run FLEET and
conduct all the fleet-level analyses. The computational model of the 55-seat A10 notional medium SST aircraft implemented
in this work was developed by our colleagues at Georgia Tech. This model provides mission performance characteristics—
including fuel consumption and block time—for the supersonic aircraft to operate on routes in the FLEET network. Because
the supersonic aircraft can only operate supersonically over water, the ground path of the flight to optimize a combination
of fuel consumption and block time can deviate significantly from typical subsonic aircraft routes. For consistency in the
project, this work uses flight path ground tracks also generated by the team at Georgia Tech.

The Purdue team considers two generations of supersonic aircraft with entry into service (EIS) dates of 2025 (generation 1)
and 2038 (generation 2). The generation 2 supersonic aircraft show a 10% improvement in the fuel burn with no change in
the aircraft noise or sonic boom characteristics.

The detailed supersonic routing developed by Georgia Tech works to identify the optimum supersonic route path by solving
an optimization problem to minimize a weighted sum “cost to the goal” objective function. The goal here is to minimize a
combination of the block time and the block fuel values for flying supersonic aircraft on a supersonic route. This approach
essentially finds a supersonic route path that is a trade-off between the time optimal-only route and fuel optimal-only
supersonic route path. A simplistic representation of this approach is shown in the equation below:

(17)
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Here, BlockFuel,,;, and BlockTime,,;, is the minimum block fuel and block time value possible for a route, respectively. This
work uses a = 0.4 as the recommended value for the weighted sum supersonic routing (based on various supersonic routing
tests conducted by our partners at Georgia Tech).

The Purdue team uses NASA's Flight Optimization System (FLOPS) to “fly” the detailed notional 55-seat supersonic aircraft on
the weighted sum routes (with an a value of 0.4), conducting separate FLOPS runs for each direction of a supersonic route.
The team observed different block fuel values (and in some cases, block time) when flying the detailed notional supersonic
aircraft in different directions on a supersonic route.

Supersonic aircraft cost model

With no commercial supersonic aircraft currently in production/service, the Purdue team used some rational assumptions to
model aspects of the supersonic aircraft cost. The assumptions used for supersonic aircraft cost modeling in FLEET are as
follows:




e The 55-seat supersonic aircraft acquisition cost equals that of a very large commercial subsonic aircraft (a “class 6”
aircraft in FLEET with 400+ seats) (Mavris et al., 2017).

e 100% of the supersonic aircraft acquisition cost is amortized over a 15-year period. This is reflected in the total
operating cost of the supersonic aircraft.

Fuel costs per gallon are the same for supersonic and subsonic aircraft.

e Crew costs for the 55-seat supersonic aircraft have a higher hourly rate, like those for a large subsonic aircraft,
reflecting the “premier” status that the supersonic aircraft crews might have. The operating cost per flight also
reflects the faster speed (shorter block hour flights) of the supersonic aircraft.

e Yearly maintenance costs used to inform aircraft retirement decisions follows the same Boeing maturity curve as the
subsonic aircraft. This curve predicts maintenance cost as aircraft ages up to 40 years from EIS. Using this may be
problematic given the operating conditions of the supersonic aircraft —particularly the in-flight heating and
subsequent cooling and the cruise operating throttle settings of the engines—differ from subsonic aircraft.

e Aircraft age-based fuel economy follows Airbus trends that are also used for subsonic aircraft. This means an
increased fuel consumption each year of service to reach 10% increase over original fuel consumption after 40 years
from EIS.

Table 7 summarizes the multipliers used for developing the cost model for the simplistic A10 notional medium SST aircraft
in FLEET.

Table 7. Cost Parameters used for Developing the Simplistic “Back-of-the-Envelope” Supersonic Aircraft Model in FLEET.

Cost Parameters of Simplistic Supersonic Aircraft Multipliers/Modeling Characteristics

Crew Cost Block time calculations and subsonic class 5 aircraft
Maintenance Hours 1.5 times that of subsonic class 5 aircraft

Insurance Subsonic class 5 aircraft Insurance

Indirect Operating Cost Subsonic class 5 aircraft

Acquisition Cost Subsonic class 6 aircraft

Supersonic ticket price model

One of the first steps in determining ticket prices for supersonic flights is identifying the potential routes where the
supersonic aircraft might operate and then use available pricing information about those routes. Considering that the Boom
Overture concept (Boom Overture) is a possible first supersonic passenger-carrying entrant that does not make an attempt
at low boom flight, the initial supersonic aircraft are most likely to operate on over-ocean routes, where they can fly
supersonically over the water. This means that mostly international routes will be “supersonic eligible.” Following the
discussion from Boom’s website that indicates their aircraft could operate with a ticket price similar to current business class
tickets (Boom Supersonic), the Purdue team assumes that the supersonic ticket price would be similar to the current business
class ticket prices. With data about historical ticket prices paid for international routes difficult to obtain, the team is
dependent on the most recent (2018) offered business class or above ticket pricing data to model supersonic ticket prices
for FLEET simulations. The business class or above offered ticket price data is procured through matrix.itasoftware.com
(Matrix Airfare Search) as round-trip data for a subset of 26 supersonic-eligible trans-Atlantic origin-destination pairs (and
destination-origin pairs) for February 9, 2018 and the median of the ticket price data for every route is selected as the current
offered business class or above ticket fare.

Using the offered ticket fares for business class or above, this work builds a range-dependent delta-yield model, wherein
delta-yield is the markup or profit per passenger-nautical mile ($/pax-nmi). The model builds a simplistic linear fit for ticket
delta-yield with respect to the range elasticity. This simplistic model attempts to account for the passenger's willingness to
pay more for increased time savings when flying longer distances in a supersonic aircraft. The supersonic ticket fare is hence
equal to the sum of the supersonic aircraft operating cost per passenger and a margin term, expressed as the following
equation:

CostofSSTroute i

55 pax (18)
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The operating cost of the aircraft (represented by the term CostofSST) includes the non-fuel direct operating cost (maintenance
cost, crew cost, servicing cost, indirect operating cost, insurance cost, and amortized acquisition cost) and the fuel cost for
operating the supersonic aircraft on a specific route.



Supersonic Aircraft Production and Aircraft Available in FLEET

The Purdue team assumes that the supersonic aircraft production follows the trend of Boeing 787 deliveries over the last
decade. The available Boeing 787 annual aircraft delivery data from first delivery until 2018 provides the absolute supersonic
aircraft production numbers for eight years (2011-2018), followed by extrapolation of the lower-slope production rates for
years beyond the eighth year of production. There are two reasons for selecting the Boeing 787 production curve as a
baseline for the simplistic supersonic aircraft. First, the Boeing 787 is a recent high-technology introduction aircraft and
given that the commercial supersonic aircraft are also expected to be high-technology (owing to the addition of supersonic
cruising abilities in the commercial sector), this assumption does not seem unfair. Second, because the deliveries of the
Boeing 787 began in 2011, this assumption provides a historical basis for predicting supersonic aircraft deliveries from their
initial delivery. Then, to use this as a guide for supersonic aircraft availability in the FLEET simulations, the total production
must be scaled to reflect the number of aircraft available to the airline model that reflects U.S. flag carrier airlines on a U.S.-
touching route network. On the basis of the Boeing Market Outlook, the share of future aircraft deliveries to North America
is approximately 40% of the total aircraft production. In Figure 15, the red dotted line depicts the Boeing 787
production/delivery curve (which provides a model of the total number of supersonic aircraft delivered worldwide), and the
black solid line depicts the number of supersonic aircraft delivered to FLEET's airline each year.

Figure 15. Supersonic Aircraft Production Curve in FLEET.

Task 2 - Fleet Analysis

Georgia Institute of Technology and Purdue University

Objective

Georgia Tech used the GREAT fleet prediction tool to perform an assessment of the impact of subsonic aircraft, and then
with the help of FLOPS-based performance models, the team developed similar capability for supersonic aircraft using the
scenarios from prior ASCENT Project 10 work and the key environmental indicators (KEls) from vehicle models developed in
Tasks 4 and 5. Georgia Tech has been working to define supersonic demand scenarios to estimate the fleet level impact of
supersonic travel. Similarly, the Purdue team has been utilizing their FLEET tool to analyze this impact.

Research Approach (Georgia Tech)

Retired SST vehicles struggle with environmental and economic challenges primarily due to the generation of sonic booms
during flight. Sonic booms are generated when traveling at speeds greater than the speed of sound. These booms cause
significantly higher disturbance and annoyance when reaching the ground relative to subsonic aircraft. This fact has resulted
in the prohibition of overland supersonic operations for SST vehicles, which has severely reduced the number of permissible




routes and the overall utilization of these vehicles (Liebhardt, Gollnick and Lutjens, 2011; Liebhardt, 2019). Moreover, SST
vehicles consume much more fuel compared to their subsonic counterparts along the same missions. The lower utilization
coupled with the higher fuel consumption for SST vehicles increases operating costs for airlines significantly, which leads to
very high-ticket prices that further shrinks the market for supersonic air travel (Henne, 2005; Liebhardt, Lutjens, Tracy and
Haas, 2017).

New SST vehicles are expected to face the same environmental and economic challenges that previous SST vehicles faced.
Whether technological advancements would sufficiently lower fuel consumption and whether smart flight routing would
enable more routes to be flown remain unanswered questions. If those vehicles do make supersonic flight more affordable,
the projected demand for such service also remains unknown.

Previous research has investigated different aspects of these questions. Liebhardt et al. (2011) assessed the global market
for SST vehicles based on premium airline ticket sales and found that insufficient demand exists to support the production
of large SST vehicles, but smaller vehicles, with a seating capacity of approximately 20, could represent a more realistic
opportunity. However, limited focus was given to the impact of SST routing on the aircraft mission and on overall SST
operations. The impact of prohibited overland operations on flight routes and mission performance was separately analyzed
by Liebhardt, Linke, and Dahlmann (2014). It was shown that only small trade-offs, manifested by detours and subsonic
overland segments, are required for high demand routes, emphasizing the opportunity for SST. Yet, routing was based on
maximizing time savings without regards to fuel consumption. When exploring SST-specific routing, a need to evaluate time-
versus fuel-optimal routes arose in order to examine the resulting implications on demand for those routes. Finally, the
effect of the sonic boom carpet on SST routing was studied by Liebhardt (2019) to evaluate a pool of permissible supersonic
routes. Correlations to demand were not investigated, however.

As a result, identifying routes that are suitable for SST operations and evaluating the penalties associated with the restriction
of supersonic overland flight both become crucial enablers for assessing the demand for commercial supersonic.

General SST Flight Rules

For an algorithm to route an aircraft over water/land, it has to know the location of water/land at any location on the globe,
which can be done using a set of polygon-based data or gridded data. The toolset described here exclusively uses Natural
Earth Data, which is a continuously updated public domain, free vector and raster map data set available online.

Since current regulations state that sonic booms shall not reach land, the analysis needs to consider where and how a sonic
boom could reach land. In general, a sonic boom depends on multiple factors, some of which are specific to the aircraft (e.g.,
cruise Mach number and weight), atmospheric conditions (e.g., temperature gradients, wind speed/direction), and
operational characteristics (e.g., cruising altitude, maneuvering effects from turning, or acceleration/deceleration). Until such
time that detailed, aircraft-specific sonic boom characteristics become available from other tasks of the project, the current
algorithm focuses on sensible generic rules that can be widely applied.

Using the Concorde as a reference, the Cross-track Projection Distance (CPD) is computed to be 20 nmi. The CPD is the side
distance covered by the primary boom carpet on the ground. However, this value changes with turning (Air France, 2003).
Currently, how CPD values would change for an aircraft with different characteristics is unknown. For this analysis, a generic
value of 27 nmi is assumed, corresponding to a maximum routing angle of 45 deg and based on the specifics of the algorithm
to be described later. This value is used to define a “buffer” distance around land masses by using the ocean polygon dataset
and shrinking it by a fixed Cartesian distance of 27 nmi converted into geospatial angles.

Besides buffer distances, there are additional areas to be avoided for flight routing. These areas can include entire countries
where overflight is not permissible due to a variety of reasons, as well as closed airspace areas that aircraft are not allowed
to enter. These additional areas can be included as long as the areas are known and agreed upon, such as through country
border vector data or Notice-To-Airmen (NOTAM) polygon shapes. In this analysis, no-fly-zones or restricted airspaces are
not considered since it is deemed premature when trying to understand the routing options for supersonic aircraft.
Furthermore, weather variability is also not considered in this analysis and instead, the International Standard Atmosphere
(ISA) model with still air is utilized.

Routing Algorithm
During the development of the routing algorithm, the Georgia Tech team quickly recognized that even for routes that the
Concorde flew regularly, the great circle track falls over land in many places. It is possible, however, to slightly shift the



ground track away from land and the buffer zone and arrive at a track with a significantly higher fraction over water so that
the aircraft can make use of its speed for a much larger portion of the flight. For example, two coastal cities on the same
continent, where the great circle track falls entirely over land, can become an almost entirely over water flight by simply
moving the ground track out to sea and then following the coastline with the buffer distance to the destination.

Raster-based algorithms can be utilized to determine such tracks for any given route. These algorithms make use of a
discretized representation of a physical space by dividing it into small/equal boxes (i.e., a grid) in order to search for an
optimum path. The simplest of these pathfinding algorithms is the Breadth First Search (BFS), which explores the grid equally
in all directions to discover paths. Alternatively, Dijkstra’s algorithm associates movements between grid nodes with costs
and as a result, seeks and prioritizes paths of lower costs.

Computational complexity for raster-based algorithms scales strongly with the size of the grid or grid resolution. BFS and
Dijkstra’s algorithm can quickly become computationally prohibitive for a large grid or one with fine resolution. To tackle
this issue, other raster-based algorithms have employed heuristics or heuristic cost functions to add search directionality
(rather than exploring equally in all directions) and increase computational speed, while preserving accuracy. Examples
include the A* and Theta* algorithms. The latter is the basis for the routing algorithm utilized in this research.

Definitions

As previously mentioned, raster-based algorithms operate on a discretized representation of the physical space. This
technique leads to the definition of grid nodes, which lie in the middle of the boxes representing the search space. For
algorithms to establish a grid path from any node to another in the search space, it is necessary to explore the neighboring
nodes of the start node, and then the neighboring nodes of those neighboring nodes, and so on until the goal node is
reached. If a ‘shortest’ path is to be established, a cost function is defined in order to inform the algorithm as to which paths
are considered "shorter" and need to be prioritized. Algorithms, such as Dijkstra’s or A*, typically follow a series of steps
below to seek those shortest paths:

1. Identify neighboring nodes of the current node.

2. Evaluate cost function for all the neighboring nodes.

3. Select the neighboring node(s) with the lowest cost to explore next.
4. Repeat until the goal node is reached.

The performance of these algorithms is therefore directly affected by the definitions of neighboring nodes and the cost
function. As shown in Figure 16, the simplest definition of neighbor nodes only allows for lateral and longitudinal movements
in a two-dimensional space, essentially presenting the algorithm with four options to explore for every node. While this
ensures that the step size is preserved in every iteration, it often results in non-smooth paths. This can be remedied by
allowing diagonal (45 deg) movements, which doubles the number of options. For the routing algorithm utilized in this
research, diagonal movements could ensure smooth paths between origins and destinations. Furthermore, the algorithm is
set up to account for the two cruising regimes of supersonic aircraft (i.e., subsonic and supersonic) and therefore, 16 total
options are available for every node (Figure 16).

As for the cost function f(n) evaluated for every neighbor node n, it is typically of the following form:
f(m) =g(n) +h(n) (19)

where g(n) is the exact cost from the start node to the neighbor node, and h(n) is the heuristic estimated cost from the
neighbor node to the goal node, as illustrated in Figure 16. For Dijkstra’s algorithm, h(n) = 0 such that f(n) only relies on
exact costs, which guarantees accuracy but compromises speed. Alternatively, other raster-based algorithms, such as the
Greedy Best-First-Search, solely rely on heuristics such that g(n) = 0, which significantly increases speed but does not
guarantee accuracy. A* and Theta* algorithms provide a good compromise between accuracy and speed by accounting for
both exact costs and heuristics.



Figure 16. Definition of Neighboring Nodes and Search Options.

Cost Functions

To determine the optimum paths between origins and destinations, two primary metrics are considered: time and fuel. To
minimize time, the most obvious choice would be to fly the aircraft at its supersonic speed along the great circle track.
However, for many routes, this path would feature an excessive number of fuel-expensive accelerations since the aircraft
would need to decelerate every time it flies over land. Alternatively, fuel-optimum paths might avoid accelerations altogether
and fly the aircraft at its subsonic speed, which is not ideal since it would result in minimal time savings. Therefore, the cost
functions need to account for both time and fuel simultaneously and not just a single metric. Actual airline operations utilize
a cost index that captures the trade-off between time-based operating costs and fuel use. At this point, there is not enough
information available to construct this type of trade-off for supersonic vehicles.

To that effect, the definitions of g(n) and h(n) included an artificial scaling parameter « to trade between time and fuel.
Values of alpha range from 0 to 1 such that a value of 0 represents a time-optimal choice, and a value of 1 represents a fuel-
optimal choice, and any value in between represents a scaled blend:

gm)=a grm)+ 1 —-a)-g:(n) (20)
h(n) =a-h(m) + (1 —a) h(n) 21

where subscripts t and f denote time and fuel evaluations, respectively. Furthermore, the time and fuel absolute values need
to be normalized by appropriate reference values in order to scale them to non-dimensional values close to unity in
magnitude. The reference values represent idealized time f, ;. and fuel f; ;. to fly the great circle distance from origin to
destination at supersonic speed such that the cost functions are of the following final form:

gmn)=a- [gf(n)/ff,GC] +(A-a) [g:M)/feecl (22)
h(n) =a- [hf(n)/ff,GC] + (1 —a): [h(n)/fr el (23)

Time and fuel are calculated based on distance traveled and aircraft characteristics such as speed and specific air range
(SAR). Time spent from one node to the other is simply the distance between the nodes divided by the speed of the aircraft.
To calculate fuel, the distance is divided by SAR instead. The value of SAR is not a constant; however, it is a function of the
instantaneous weight of the aircraft and its cruising altitude. For simplification, average SAR values are assumed for both
the subsonic and supersonic regimes.



Figure 17. Possible Movements within the Search Grid.

The cost functions are formulated for all possible movements within the search grid. As shown in Figure 17, only nine
possibilities are valid for any given movement from a current node to a neighboring one. Every possibility falls into one of
four categories, where the aircraft will either accelerate, decelerate, or continue to cruise at either subsonic speed or
supersonic speed. Thus, the cost functions g(n) and h(n) are formulated as follows:

gr(n) = gg(Current) + gy (24)

fuel penalty if accelerate,
distance/SARg,, if decelerate,

>

(25)

f distance/SARg,, if subsonic cruise,
distance/SARsper  if supersonic cruise.
he(n) = distance to goal /SARyper (26)
g:(n) = g.(Current) + g, (27)
distance/speedg,,er  if accelerate,
. distance/speedy,, if decelerate, 28)
e distance/speedg,, if subsonic cruise,
distance/speedsper  if supersonic cruise.
h¢(n) = distance to goal/speedgper (29)

where h(n) is always evaluated based on the great circle distance from the neighbor node to the goal node, assuming a 100%
supersonic flight. The latter ensures that h(n) is optimistic and monotonically decreasing (i.e., the estimated cost to the goal
node is always equal or less than the best possible solution). It is worth noting that f; c: and f, cc of Eqns. (22) and (23) are
equivalent to hs(n) and h,(n) evaluated for the start node.

Path Optimality

As previously mentioned, the Theta* algorithm (Daniel, Nash, Koeing and Felner, 2010) is the basis for the routing algorithm
utilized in this research. While closely related to the A* algorithm, Theta* differs in that it performs a "line of sight" check
after every iteration. This check determines whether a clear path from the parent node of the current node to the chosen
neighbor node exists. If so, the current node is eliminated and the shortest path is adjusted. This procedure is illustrated in
Figure 18.

Within the search grid, the Bresenham line of sight algorithm (Bresenham, 1965) is employed to identify grid nodes that
intersect the line of sight. These intersection nodes are then checked for any constraint violation (e.g., the presence of
obstacles). If no violations are present, the algorithm proceeds with eliminating the current node and constructing a new
path that directly links the neighbor node with the parent node. This allows for smoother paths to be established, as shown
in Figure 18. In this implementation, an obstacle is defined as the presence of land in a supersonic cruise segment. This
means that if a purely supersonic parent-current-neighbor path is established and land is present along the parent-neighbor



path, the latter constitutes an obstacle and does not pass the line-of-sight check. In such a case, the current node would not
be eliminated.

Figure 18. Search Algorithm.

Although the Theta* algorithm resulted in paths smoother than the paths produced by the A* algorithm, a few further
refinements are still required to derive optimal paths. These refinements tackle two primary issues: first, situations where
the algorithm would be presented with neighbor nodes of equal or numerically very close f(n) evaluations, and second, the
fact that not all neighboring nodes are of equal step size since both lateral/longitudinal and diagonal nodes are considered.

If the cost function for all neighbors is equal or numerically very close, the algorithm is essentially presented with a tie.
Typically, search functions for lowest value in a list will simply return the first encountered of all the tied values. The algorithm
will therefore repeatedly return the same direction neighbor every time it is presented with a tie. Usually in a discretized
space this is not an issue because the resulting path is still optimal; however, the solution mapped back to the physical space
will be decidedly non-optimal. This issue is tackled by randomizing the list of tied neighbors each iteration. This approach
guarantees that the algorithm returned different directions in the case of repeated ties.

The second issue stems from the fact that diagonal steps are significantly longer than the lateral/longitudinal steps, which
leads the algorithm to prefer (or in some cases not to prefer) to take these steps since they get closer to the goal relatively
faster. This issue is addressed by adding a cross-product term to the heuristic function, essentially adding a penalty for
solutions that are away from the straight line connecting the start and goal nodes. This cross-product term therefore forces
the routing algorithm to favor paths that are closer to the great circle track connecting the origin and destination, rather
than those that follow the diagonal nodes.

Coordinate Systems

Proper functioning of the routing algorithm depends heavily on distance computations in a geospatial context. The most
commonly used geospatial coordinate system is World Geodetic System (WGS) 84 (or European Petroleum Survey Group
(EPSG) 4326), which defines latitude and longitude in degrees for a slightly elliptical spheroid with zero coordinates for
Greenwich and the equator. This is originally developed for the GPS system and is widely used for many datasets. However,
this coordinate system is not Cartesian and has extreme variations in unit coordinate sizes, especially between the poles and
the equator, as well as discontinuities at the poles and the dateline.

It is therefore advisable to project this spherical coordinate system into a flat, near-2D Cartesian space. While many ways
exist to accomplish this, some basic properties are desired: 1) the coordinates need to be continuous, 2) a straight line
should approximate the shortest distance, and 3) a discretization should result in a mostly evenly sized grid.

Unfortunately, the most common and well-known projections such as Mercator or Web-Mercator (used in Google Maps, for
example) do not provide these properties since they are cylindrical projections, as shown in Figure 19. Straight lines in these



projections represent constant heading but not shortest distance and there still is extreme distortion near the poles. Both of
these issues are highlighted in FIGURE 20 for the New York (JFK) to Paris (CDG) route.

Figure 19. Typical Methods for Projecting Spherical Coordinate System into a Flat, Near-2D Cartesian Space.

However, there are projections that do fit the stated criteria. A commonly used aeronautical chart map projection is the
Lambert Conformal Conic (LCC) projection (Figure 19), which has the advantage of preserving distances and at the same
time has straight lines close to great circle routes (Figure 20). The disadvantages are that the areas are not preserved and
that such a projection has to be customized to a specific area or region of the globe. These two disadvantages can be
overcome by careful selection of the region at hand while avoiding or splitting antipodal routes into pieces. This process can

be successfully automated.

The process of projection is shown in Figure 21. The implementation of customizing this for every route or origin-destination
pair is accomplished as follows. Based on the locations of both airports, a buffer is added to define a box in which the route
is likely to fall. From this box, three latitudes are defined: the maximum (lat1), the minimum (lat2), and a mid-point (lat0).
These three values are then used to define the route specific LCC projection. It should be noted that libraries developed by
the Open-Source Geospatial Foundation (OSGeo) are utilized to accomplish this. The PRQJ library in particular is used to
provide coordinate transformation and projection capabilities, whereas the GDAL/OGR library is used to provide translation
capabilities for raster and vector geospatial data formats.



Figure 20. New York (JFK) to Paris (CDG) route.

It should also be noted that the actual grid size used can be dynamically adjusted up or down. The trade-off between
computational speed and accuracy for a large sample of routes is investigated. In most cases, the resulting grid cells are just
below 10 nmi in size but varied slightly depending on where on the globe the routes are, as well as the specific size of the
area selected for the LCC projection. Automation of the projection procedure is the final element required for the routing
algorithm (Algorithm 1) to be fully functional.

Fuel Stops
For routes exceeding the maximum supersonic range, it becomes necessary to select appropriate refuel stops. The fuel stops

are selected based on the aircraft runway length requirement, and/or potential current commercial service, and the exclusion
of conflict zone country airports. This selection is done while minimizing the great circle deviation for the refuel stop from
the full great circle track of the entire route. The resulting pieces are routed separately and then added together while
assuming a 90-minute delay for the time to descend, land, refuel, takeoff, climb, and resume cruise.



Figure 21. Pseudo-code for Automation of the Projection Procedure.

Calculating a Value for Cost Functions

The artificial scaling parameter «a is introduced to trade between time-optimum and fuel-optimum paths for a given origin-
destination route. ldeally, the appropriate « value would be determined on a route-by-route basis by running the algorithm
for a sweep of values ranging from 0 to 1, and then selecting the value that resulted in a path that maximized time savings
at minimum fuel costs. However, running such a sweep for every potential supersonic route would increase computational
run time significantly (e.g., if « values of 0, 1, and all 0.1 increments in between would be examined, 10 additional runs
would be required for every single route).

Instead, a subset of the potential supersonic routes is examined to determine a fixed a value that could be used universally.
One of the routes examined is the Hong Kong to Sydney route shown in Figure 22. For that route, « = 0 produces a time-
optimal path with four accelerations, and a =1 produces a fuel-optimal path along the great circle path with zero
accelerations, and a« = 0.5 produces a path that preserved the savings of the time-optimal path to a great extent but reduced
the number of accelerations by two. For most routes examined, an «a value of 0.4 provides the best trade between time and
fuel. This value is therefore used for all subsequent evaluations.



Figure 22. Hong Kong to Sydney Route.

Flight Routing Results
Flight routing results for all origin-destination pairs are shown in Figure 23. Because the scaling parameter « is set to 0.4,

the performance of the algorithm for certain routes is predictable beforehand. For example, for routes whose great circle
paths fall entirely over water (e.g., Honolulu, Hawaii to San Francisco, California), the algorithm did fly the SST vehicle at its
supersonic speed for the entire route, as expected. For other routes whose great circle paths fall entirely over land and away
from open water (e.g., Los Angeles, California to New York City, New York), the algorithm did fly the SST vehicle at its
subsonic speed for the entire route, as expected. To gauge the performance of the routing algorithm, routes that are neither
entirely over water nor entirely over land and away from open water need to be investigated. Two such examples are

presented here.

Figure 23. Flight Routing Results for All Origin-Destination Pairs.

The first route to examine is the Dubai to Singapore route shown in Figure 24. Although a big portion of the great circle
path for this route lies over water, it cuts through the Indian peninsula. To fly the great circle path at its supersonic speed,
the SST vehicle would have to slow down to its subsonic speed before it crosses the peninsula, and then re-accelerate to its
supersonic speed once it clears it (i.e., two accelerations). In order to maximize time savings while minimizing fuel
consumption, the algorithm instead routes the flight around the peninsula and flies the vehicle almost the entire time at its
supersonic speed (i.e., only one acceleration). Such routing results in 52%-time savings at a minimal distance penalty of 7%,



while avoiding the fuel consumption penalty associated with a second acceleration. The algorithm efficiently weaves the
flight around the coastlines and islands of India, Sri Lanka, and Indonesia to stay as close as possible to the great circle path.

Figure 24. Dubai to Singapore Route.

Another route that highlights the efficiency of the algorithm is the London to Dubai route shown in Figure 25. The great
circle path for this route lies almost entirely over land (with the exception of a small portion over the Black Sea); hence, flying
supersonically for the non-over land portion would yield minimal time savings. However, big bodies of water exist around
the great circle path. The algorithm makes use of those bodies to route the flight along a two-acceleration path that enabled
the SST vehicle to fly at its supersonic speed over the Adriatic Sea, the Mediterranean Sea, and the Persian Gulf. This flight
route results in 33%-time savings at a distance penalty of just 9%. Once again, the algorithm efficiently threads the flight
track around many coastlines and islands, especially over the Mediterranean, to stay as close as possible to the great circle

path.

Figure 25. London to Dubai Route.



Discussion: Demand Forecast and SST Flight Routes

The above-mentioned results show a promising market capture for future commercial supersonic air travel. However, it is
important to realize that these results are derived based on a set of modeling inputs and assumptions, which if varied, could
influence the results in different ways. The sensitivity of both flight routing and demand forecasting to various inputs and/or
assumptions is discussed in this section.

Flight routing results derived in this study are influenced by a number of factors including: 1) the definition of a 27 nmi
buffer distance around land masses, 2) the lack of consideration for weather patterns around the world, and 3) the SST
aircraft characteristics embedded in the cost functions.

While the buffer distance value is set based on Concorde data, there is no guarantee that future supersonic flight rules would
not consider a different value. If a much greater value is to be respected, a number of routes in this study would no longer
be viable. For example, a much larger buffer zone for the London to Dubai route shown in Figure 25 could eliminate the
possibility of supersonic flight over both the Adriatic Sea and the Persian Gulf, severely reducing the time savings for that
route. The buffer distance value is therefore an important driver for routing results, especially for routes that utilize narrow
bodies of water such as seas and gulfs.

Another factor that would impact flight routing is the consideration of weather patterns. It is assumed throughout this study
that the great circle path between any city pair would be the choice for the subsonic reference vehicle and that the SST
vehicle should adhere to it as much as possible to maximize time savings. In reality, weather plays a huge role in determining
routes flown on a daily basis. Decisions are often made to deviate from great circle paths to avoid areas with intense head
winds or make use of other areas with favorable tail winds. Wind patterns around the globe throughout the year have not
been considered in this study, but they could influence routing results if they are included.

Moreover, SST aircraft characteristics that drive the cost functions have a strong and direct impact on the results of the
routing algorithm. As previously discussed, SAR is a function of the instantaneous weight of the aircraft and its cruising
altitude. All evaluations within the routing algorithm use averaged estimates for SAR in the subsonic and supersonic regimes.
Similarly, the supersonic cruise speed of the aircraft is set to that of the Boom Overture concept. If this value would change,
the cost evaluations and time savings along many routes would change as a result. Demand forecasting results in this study
are driven by an alternative set of factors including: 1) the Boeing CMO air traffic growth rates, 2) the aircraft and airline
characteristics, and 3) the implicit assumption that everyone who could afford to switch to supersonic travel would switch.

Air traffic growth rates are based on the 2019-2038 Boeing CMO. These rates were projected and published before the
COVID-19 pandemic caused an abrupt and significant decline in air travel during 2020. It is assumed in this study that air
travel would fully recover to pre-COVID levels and resume growth as projected. If growth rates would deviate from those of
the CMO, the initial and filtered sets of potential routes—and consequently the overall demand for supersonic air travel—
would be altered.

Similarly, aircraft and airline characteristics directly influence the AFare calculations for demand forecasting. The effw value
of 37 pax-km/L is based on an industry average reported in 2019. If instead a value corresponding to the state-of-the-art
single aisle aircraft is utilized, the projected demand for supersonic travel would decrease, since the SST vehicle would be
compared to a much more efficient reference in terms of fuel performance. Values of airline cost proportions and the
assumed utilization for both the reference and SST vehicles would likewise impact demand calculations.

The switching percentage of premium passengers to supersonic air travel along the different routes is determined based on
the implicit assumption that any passenger with a VTTS higher than the AFare per hour saved would switch. In reality, that
may well not be the case for a variety of reasons. For example, passengers may choose not to switch to supersonic air travel
even if they could afford it in order to avoid inconvenient departure and arrival times due to time zone variations. Effectively,
demand forecasting results are based on an optimistic estimate of switching percentage, everything else being held the
same.

Research Approach (Purdue)

Incorporating Supersonic Aircraft in the FLEET Allocation Problem

For the work presented here, the allocation of the airline's supersonic aircraft occurs before the allocation of the airline's
subsonic aircraft. This approach allows for the characterization of a subset of total passenger demand as the passengers
who would be willing to pay for the supersonic fare, and it currently assumes that the supersonic fare will be similar to the




as-offered fares for business class or above available in 2018. Because these passengers would be willing to pay more for
the higher-speed and shorter-time trips, this subset of demand is identified on all of the potential supersonic routes, and an
allocation problem determines how many supersonic aircraft roundtrips operate on which of the potential routes to maximize
the profit from the supersonic aircraft in the airline's fleet. Then, for any routes that have potential supersonic demand but
do not receive supersonic aircraft service, and for any routes that have supersonic aircraft service but do not have enough
roundtrips to serve all the supersonic passenger demand, the unserved supersonic passenger demand is recombined with
the subsonic passenger demand. The subsonic allocation problem then determines the number of roundtrips operated by
each subsonic aircraft type on all of the routes in the network to serve the recombined passenger demand. Figure 26 depicts
the subsonic and supersonic aircraft sequential allocation approach in a flowchart.

In the future, the team plans to implement a simultaneous allocation approach in which the airline would allocate the
supersonic and subsonic aircraft at the same time (to satisfy both supersonic and subsonic flight demands). Such an approach
could provide insights about passengers' travelling preferences via supersonic and subsonic aircraft while allowing for the
enforcement of noise and/or airport capacity constraints in FLEET, if those are desired in the simulation. The simultaneous
approach will require some restructuring of the allocation problem (because of which the team chose to use the sequential
allocation approach for the current work).
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Figure 26. Sequential aircraft Allocation Approach in FLEET.

In each simulation year, FLEET predicts the inherent growth in airline passenger demand due to the economic growth
described in the scenario and then includes the effects of price-demand elasticity to account for the influence of airline ticket
price changes from the previous year on passenger demand. For instance, if a new aircraft is introduced that is far more fuel
efficient than its predecessors, some of the cost savings associated with that fuel reduction leads to a lower ticket price.
That would drive the passenger demand up, separately from the inherent economic demand driver. After the sequential
allocation problems are complete, the model can make assessments on the need for more aircraft to meet future demand
and the future profitability of retiring a currently operating aircraft in favor of a newer model in the following year.

Preliminary FLEET Simulation Results
The FLEET simulation is run from years 2005 to 2050 with the supersonic aircraft introduced in 2025 (generation 1) and



2038 (generation 2). In FLEET simulations, the aircraft are available to the airline to use one year after the EIS date (i.e., the
aircraft was first available during the EIS year, but the representative day when that aircraft was part of regular service is the
year following the EIS). Hence, the first-generation supersonic aircraft becomes available for allocation by the airline for a
representative day in 2026. Similarly, the second-generation supersonic aircraft becomes available for allocation in 2039.
The second-generation supersonic aircraft has the same block time on routes but consumes less fuel for the mission
assuming incremental improvements in empty weight, aerodynamics, and propulsive efficiency.

The simulation results presented here are based on the higher-resolution A10 notional medium SST aircraft, detailed
supersonic route path data, and the sequential aircraft allocation approach; i.e., supersonic aircraft allocation is performed
before the subsonic aircraft allocation and, consequently, FLEET is accommodating the premium passengers first. The FLEET
run presented here has no constraints on the number of airport operations. The current set of results demonstrate the ability
of FLEET to indicate the routes where supersonic aircraft might be used and the number of daily operations on those
supersonic routes. Further, the results demonstrate the possible changes in the subsonic fleet allocations due to the
introduction of supersonic aircraft on select routes. This work considers only the previously developed CTBG scenario,
utilizing the previously obtained subsonic-only CTBG results for comparing and analyzing the supersonic FLEET CTBG
allocation and fleet fuel burn results.

The FLEET setup for the CTBG scenario is defined as follows:

e The network consists of 169 airports including U.S. domestic routes and international routes that have either their
origin or destination in the U. S.

e The annual gross domestic product (GDP) grows at a constant value of 4.3% in Asia, 4.2% in Latin America, 2.4% in
Europe, and 2.8% for airports in the U. S.

e The annual population growth rate is a constant value of 1.1% in Asia, 1.26% in Latin America, 0% in Europe, and
0.58% in the U. S.

e Jet fuel prices grow according to the Energy Information Administration (EIA) reference fuel price (Annual Energy
Outlook 2011, 2011) case and are adjusted to meet the ASCENT survey fuel price, $77.08/bbl, by 2050.

e Carbon emission prices grow linearly from $0/MT in 2020 to $21/MT by 2050.

The set of subsonic aircraft utilized in the CTBG scenario for the current work is listed in Table 8. The aircraft denoted “GT
Genl DD” are the Generation 1 aircraft modeled by Georgia Tech with a “direct drive” engine. The Generation 2 aircraft are
labeled “GT Gen2 DD.” These include aircraft belonging to the following classes: regional jet (R)), single aisle (SA), small twin
aisle (STA), large twin aisle (LTA), and very large aircraft (VLA). According to the amount and speed of technology incorporated
into aircraft, in each of the scenarios, the new-in-class and best-in-class aircraft models will vary. Given the observation that
new orders for 50-seat regional jet aircraft have diminished to zero, there are no small regional jet (SR)) aircraft in the new-
and future-in-class technology ages.

Table 8. Subsonic Aircraft Types used in Simulation.

Subsonic Aircraft Types in Study
Representative in Class Best in Class New in Class Future in Class

Class 1 (SR)) Canadair RJ200/RJ440 | Embraer ERJ145

Class 2 (R)) Canadair RJ700 Canadair RJ900 GT Genl DD RJ (2020) GT Gen2 DD RJ (2030)
Class 3 (SA) Boeing 737-300 Boeing 737-700 GT Genl DD SA (2017) GT Gen2 DD SA (2035)
Class 4 (STA) | Boeing 757-200 Boeing 737-800 GT Genl DD STA (2025) | GT Gen2 DD STA (2040)
Class 5 (LTA) | Boeing 767-300ER Airbus A330-200 GT Genl DD LTA (2020) | GT Gen2 DD LTA (2030)
Class 6 (VLA) | Boeing 747-400 Boeing 777-200LR GT Genl DD VLA (2025) | GT Gen2 DD VLA (2040)

Because FLEET models the behavior of a profit-seeking airline, the FLEET allocation problem decides which routes to operate
the supersonic aircraft on while maximizing its profit over the whole network. This essentially allows FLEET to choose the
routes for supersonic aircraft operation from the 258 supersonic-eligible routes presented in the previous section. If the 5%
passenger demand on a route is too low for profitable supersonic operations, the result has no trips allocated to that routes.
This ensures that FLEET airline does not forcefully operate supersonic aircraft on a set of user-defined routes. Rather, it has
the freedom to operate supersonic aircraft on profitable routes only, mimicking the behavior of an actual profit-seeking
airline.



With the current modeling, the 2050 fleet fuel burn with supersonic aircraft is 6.48% higher than the subsonic-only fuel burn.
Figure 27 shows the normalized fuel burn for both supersonic and subsonic-only cases. The supersonic run refers to the
case in which both supersonic and subsonic aircraft are available for allocation in an airline fleet, whereas the subsonic-only
run refers to the case in which only subsonic aircraft are available for allocation in an airline fleet (no supersonic aircraft are
introduced in this case). Figure 28 shows the normalized total daily passenger demand served for both supersonic and
subsonic-only cases, which appears to be similar for most years. For year 2050, the demand served for the case with
supersonic aircraft is actually greater than the subsonic aircraft-only case by 14,696 passengers per day. Figure 28 does not
help the reader to identify this demand difference, but it still informs the reader about the total daily passenger demand
trend for the two cases.
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Figure 27. Normalized Fuel Burn from FLEET Simulation.

Figure 28. Normalized Total Daily Passenger Demand from FLEET Simulation.

The Purdue team noted that the introduction and allocation of the supersonic aircraft changes the use, retirement, and
acquisition of the subsonic aircraft. That is, the airline modifies its subsonic fleet allocation to accommodate the new class
of aircraft, i.e., supersonic aircraft, to maximize its overall profit. The change in the usage of the subsonic fleet can be seen
by comparing the two charts in Figure 29 and Figure 30. In the first figure, the first six layers from the bottom in both charts



indicate the fuel burn from the six classes of subsonic aircraft in FLEET, and the topmost layer in the upper chart indicates
fuel burn from the supersonic aircraft in FLEET. Analysis of the two charts reveals that the pattern of the six common color
layers in the two charts changes after 2025, indicating a change in the fuel burn (and the allocation) of the subsonic fleet

after the introduction of the supersonic aircraft.

Figure 29. Class-Wise Fuel Burn Plots for Supersonic Case with A10 Notional Medium SST Aircraft.

Figure 30. Class-Wise Fuel Burn Plots for Subsonic-Only Case.

The simulation results include details about the daily round-trip supersonic and subsonic aircraft allocations and the number
of daily round-trip passengers carried on every route by each aircraft type each year. This data is used to generate different
sets of output tables that provide yearly information about which routes the airline chose to operate their supersonic aircraft
on and how did the airline change its subsonic aircraft allocation on those routes (and even on the non-supersonic-eligible

routes in the FLEET network).



Table 9 depicts a partial output of FLEET aircraft allocations on supersonic-eligible and supersonic-ineligible routes for the
year 2038. Here, we selected year 2038 as a year of interest because the second generation of supersonic aircraft becomes
available to the airline next year in the simulation (i.e., only one “type” of supersonic aircraft available to simulation in 2038).
The table contains aircraft allocation information for selected routes, including the distance flown (different for supersonic
and subsonic aircraft), fuel stops (for supersonic routes with route length greater than 4,500 nmi), and the number of
roundtrips conducted by each type (size) and class (generation) of aircraft in FLEET for a representative day. Considering
Table 9, the daily aircraft allocation (roundtrips) columns for supersonic-eligible routes (JFK-LHR, LAX-HNL, and DFW-NRT)
show that the introduction of supersonic aircraft influences the subsonic aircraft allocation. The rows labeled "supersonic”
show the number of roundtrips operated on the route by each type of subsonic or supersonic aircraft. For all three routes in
the table, there are small, but noticeable changes in the type and number of subsonic aircraft used when comparing the
allocation when supersonic aircraft become available to the allocation when only subsonic aircraft are available. With the
FLEET model introducing supersonic aircraft in 2025, there are 13 predicted years of demand evolution with supersonic
aircraft present, so the passenger demand on each route varies between the supersonic and the subsonic-only scenarios.
Additionally, when supersonic aircraft are available, they take some of the business class and above passenger demand away
from the subsonic aircraft. A combination of these two factors shows that on some routes, the subsonic aircraft capacity has
actually increased when supersonic aircraft are also available (JFK-LHR and LAX-HNL indicate this). The DFW-NRT route
indicates a decrease in the number of subsonic seat capacity on the route decreases when supersonic aircraft are available.

Table 9. FLEET Aircraft Allocations on Selected Supersonic Routes in 2038.

Route Information| FLEET Allocation Information Number of Daily Roundtrips for different A/C Size and Generation
i Distance . . . . . .
; ) Allocation Fuel Future-in-| Best-in- | New-in- | New-in- |Future-in-|Best-in-Class
Airport A|Airport B Flown .
Model Stop (nmi) Class 3 Class 4 Class 4 Class 5 Class 5 | Supersonic
T 3150.63 0 0 8 2 0 2
JFK LHR Supersonic
1 2225.47 1 0 22 0 0 4
LAX HNL Supersonic
T HNL 19. 1
DEW NRT Supersonic 6619.53 0 0 6 0 0

Considering Table 10, this specific example shows the subsonic aircraft allocation on a non-supersonic eligible route, EWR-
LAS, for with supersonic and subsonic-only cases. As visible from this allocation chart, even though supersonic aircraft
service is not available on this route, the subsonic aircraft allocation is different in the two cases.

Table 10. FLEET Aircraft Allocations on Selected Supersonic-Ineligible Route in 2038.

This output shows that, given FLEET’s current modeling techniques, the introduction of supersonic aircraft influences the
subsonic aircraft allocation on both supersonic and non-supersonic routes. Hence, the Purdue team noted that the
introduction and allocation of the supersonic aircraft changes the use, retirement, and acquisition of the subsonic aircraft.
In other words, the airline modifies its subsonic fleet allocation to accommodate the new class of aircraft, i.e., supersonic
aircraft, to maximize its profit over the whole route network. The FLEET airline serves a total of 57 routes with supersonic
aircraft in the year 2038 and a total of 87 routes with supersonic aircraft in the year 2050; Figure 31 plots the number of
routes served by supersonic aircraft in FLEET every year. Figure 32 shows the routes with supersonic service in the year 2038.



Figure 31. Number of Routes in FLEET that See Supersonic Aircraft Allocation from 2026 to 2050.

Figure 32. Routes with Supersonic Service in 2038 in FLEET.

Support CAEP Efforts
This task is for Purdue to support CAEP supersonic studies by providing potential future supersonic aircraft demand

scenarios, including the resulting “pseudo-schedule” for where the FLEET aggregate airline operates supersonic aircraft.

Fleet-level Assessments
The Purdue team provided fleet-level assessments in the form of a data packet and a report to the MDG/FESG for the broader

CAEP studies of future supersonic aircraft operations. The Purdue team documented our process for identifying potential
supersonic routes and FLEET’s approach to predict both supersonic and subsonic passenger demand, while also providing
the resulting pseudo-schedule for where the FLEET aggregate airline operates supersonic aircraft. For a given year, the
pseudo-schedule provides information about nonstop routes and routes with fuel stops that see supersonic aircraft allocation




due to profitability in operation, number of daily allocated roundtrips for supersonic aircraft on these routes, and number
of daily allocated roundtrips for subsonic aircraft on these routes. The pseudo-schedule also provides similar data for the
number of daily roundtrip supersonic and subsonic passengers.

Because FLEET’s model-based predictions rely upon historically based information about U.S.-touching airline routes and
passenger demand carried by U.S. flag-carrier airlines from BTS, the resulting pseudo-schedule only indicates the supersonic
aircraft operations by U.S. flag carriers. To estimate the overall supersonic operations on a route with supersonic aircraft
allocation for a given year in FLEET, the Purdue team implemented a multiplier-based approach to project the supersonic “all
carriers” daily allocation numbers. The multipliers were generated using three different approaches: (1) number of
passengers carried by U.S. domestic and international carriers on each route, (2) number of U.S. domestic and international
carriers on each route, and (3) number of flights operated by U.S. domestic and international carriers on each route. These
projections were based on 2013 BTS T-100 Segment data because year 2013 was the latest year that we used historical
demand in FLEET (this was before FLEET’s route network was updated, as described under Task 1). The multipliers for each
route were set as the ratio of number of passengers/carriers/flights by both U.S. domestic and international carriers and
number of passengers/carriers/flights by U.S. domestic carriers only. The projected supersonic all carriers daily allocated
roundtrip numbers using all three approaches were then included in the data packet along with the numbers from FLEET.
Table 11 shows supersonic aircraft daily roundtrips along with the projected all carrier roundtrips for selected routes in
2038.

Table 11. FLEET Aircraft Allocations on Selected Supersonic Routes in 2038 with “All Carriers” Projections for Supersonic
Aircraft Allocation (Based on Runs before FLEET’s Route Network was Updated, as Described under Task 1).

GT's Weighted Sum Number of Daily Allocated Roundtrips for different A/C Size and Generation
Airport A Airport B Fuel Stop R::;:I:t::;:e Futurein Bestin New in New in Future in New in :;2:_'3::; s;apszzsz:i;;:mj(::::dtzt::tn;mb:a_s:: ;r::‘jfs
{nmil Class 3 Class 4 Class 4 Class 5 Class 5 Class 6 Carriers only carried carriers flights
JFK LHR - 3150.63 0 0 12 0 0 1 2 7 6 6
LAX HNL - 2225.47 1 0 27 0 1 0 5 5 5 5
DFW NRT HNL 6619.53 0 0 1 3 0 1 1 1 1 1

For a given year, other important information provided by the data packet includes daily roundtrip fuel burn for routes that
see supersonic aircraft allocation, average supersonic aircraft utilization (in terms of daily supersonic flight hours), fleet
composition (i.e., number of supersonic and subsonic aircraft used), and total roundtrip demand on all potential supersonic
routes (with split-up values for supersonic and subsonic demand).

The data packet also included the sensitivity of the fleet-level assessments to the fidelity of supersonic aircraft model and
the supersonic routing scheme. The Purdue team ran multiple FLEET simulations using Purdue’s low-fidelity 55-seat
placeholder supersonic aircraft (along with our simplistic supersonic route path adjustment strategy) and using Georgia
Tech’s higher-fidelity 55-seat A10 notional medium SST aircraft (flown on detailed weighted sum supersonic route paths).
The comparative assessments for these cases comprised a major portion of the data packet. For a given year, the comparison
parameters included the number of routes (and city-pairs) that see supersonic aircraft allocations, number of daily supersonic
roundtrips, number of supersonic passengers carried, airline fleet composition (both supersonic and subsonic aircraft),
supersonic aircraft utilization, changes in subsonic aircraft allocation, and fleet-level fuel burn. The team noted that when
the airline's supersonic aircraft are allocated before the airline's subsonic aircraft, the difference in fidelity of the supersonic
aircraft does not impact the number of routes (and city-pairs) that see supersonic aircraft allocations, i.e., the city-pairs that
see profitable supersonic aircraft operation remain the same for both the cases. However, the other parameters do change
with changes in the supersonic aircraft model. Table 12 and Table 13 show the FLEET allocation results using Purdue’s low-
fidelity models and Georgia Tech’s higher-fidelity models, respectively.



Table 12. FLEET Allocation Results using Purdue’s Low Fidelity “Placeholder” SST Aircraft Model and Simplistic Supersonic
Route Path (Based on Runs Before FLEET’s Route Network was Updated, as Described under Task 1).

Route Information FLEET Allocation Information Number of Daily Roundtrips for different A/C Size and Generation using higher-fidelity models
Ai A | Airoort B Allocation Fuel st Distance New-in- |Future-in-| Best-in- | New-in- | New-in- [Future-in-| New-in- Best-in-Class
irpor irpo uel Sto
P P Model P Flown (nmi)| Class 3 Class 3 Class 4 Class 4 Class 5 Class 5 Class 6 Supersonic
IEK LHR Superfonlc 3150.63 0 0 0 12 0 0 1 2
Subsonic-only 2991.45 0 0 0 12 0 1
LAX HNL Superfomc 2225.47 0 1 0 27 0 1 0 5
Subsonic-only 2217.99 0 0 0 28 2 0 0
DEW NRT Superfomc HNL 6619.53 0 0 0 4 0 3 2
Subsonic-only 5573.40 0 0 0 1 6 0

Table 13. FLEET Allocation Results using GT's Higher-Fidelity A10 Notional Medium SST Aircraft Model and Detailed
Weighted Sum Supersonic Route Path (Based on Runs before FLEET’s Route Network was Updated, as
Described under Task 1).

Route Information FLEET Allocation Information Number of Daily Roundtrips for different A/C Size and Generation using lower-fidelity models
Ai Al Airoort B Allocation Fuel st Distance New-in- |Future-in-| Best-in- | New-in- | New-in- [Future-in-| New-in- Best-in-Class
irpor irpo uel Sto
P P Model P Flown (nmi)| Class 3 Class 3 Class 4 Class 4 Class 5 Class 5 Class 6 Supersonic
JEK LHR Superfonlc 3093.34 0 0 0 12 0 0 1 2
Subsonic-only 2991.45 0 0 0 12 0 0 1
LAX HNL Superfomc 2227.44 0 0 1 26 2 0 0 5
Subsonic-only 2217.99 0 0 0 28 2 0 0
DFW NRT Superfomc HNL 6619.53 0 0 0 6 0 0 0 1
Subsonic-only 5573.40 0 0 0 0 1 6 0

The fleet-level data packet also provided insights on the changes in the usage, retirement, and acquisition of subsonic aircraft
when supersonic aircraft are made available to the airline. This included details about subsonic aircraft allocation (and
passengers carried) for all routes that see supersonic aircraft allocation (and some routes that are supersonic ineligible in
FLEET’s network).

Impact of COVID-19 on Passenger Demand and Fleet-level Assessments

The CAEP meetings included some discussions about studying the impact of the COVID-19 pandemic on aviation travel
demand and the related fleet level assessments. Because Purdue had the capability to perform such studies, the team used
FLEET to assess the impact of the pandemic on future passenger demand and its fleet-level implications in a preliminary
study.

We considered two different recovery scenarios: “2022 recovery” and “2022 recovery + GPD slowdown to 75% until 2030.” In
the former scenario, we assume that passenger demand returns to 2019 levels (pre-COVID-19) by the year 2022 and
continues its growth based on the inherent demand and GDP growth. In the latter, we assume that demand returns to 2019
levels in the year 2022 but demand grows at 75% of the inherent demand and GDP growth assumptions. For both scenarios,
we also assume that there is a 50% reduction in passenger demand in 2020 and the recovery follows a V-shape. By using
these demand projection scenarios as inputs to FLEET, we are able to estimate the impact that the changes in future demand
can have on airline operations and emissions. Figure 33 presents these projected demand scenarios in terms of passengers
(left) and trips (right) and makes clear the possible ~16% reduction in passenger demand and ~23% reduction in trips flown
by 2050 for the worst of the two scenarios.
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Figure 33. Passenger Demand Projection and Trips Flown for COVID-19 Recovery Scenarios.

This expected reduction in demand (both in terms of passengers and trips) has the obvious implication of reducing the
number of aircraft in the fleet that are needed to satisfy all demand. In fact, when comparing the fleet size and fleet mix
projections of the pre-COVID (Figure 34 left) and the two post-COVID scenarios (Figure 34 center and right), one can see the
drop in fleet size of ~13% in the “2022 Recovery” and ~23% in the “2022 Recovery + GPD slowdown to 75% until 2030”
scenarios.
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Figure 34. Fleet Mix Projections by Aircraft “Technology Age”.

Of note in these predicted fleet mixes is the reduction in the best-in-class and future-in-class fleet size. The former implies
early retirement of these type of aircraft and the latter implies a delay in the acquisition and introduction of the new aircraft
to the fleet. If such scenarios were to materialize, the delay and smaller fleet size of the more environmental-friendly future-
in-class aircraft does not seem to negatively impact the projected emissions. As Figure 35 (right) shows, CO, emissions, for
example, are still expected to see a decline due to the reduction in passenger demand and overall less flying activity.

This confirms results of prior analyses and explorations that show that changes in demand have the largest impact on
emissions. While new aircraft technologies that improve fuel consumption and emissions do contribute to the reduction of
overall emissions, the combined effect of an increasing air travel demand and the gradual phasing out of older generation
aircraft and slow introduction of newer-technology aircraft results in a relatively slow reduction in overall emissions. The two
scenarios considered here may not reflect the exact demand that the airline industry is likely to see in the future, but the
trends make it clear that, as long as demand continues to increase, so will emissions, until the future generation of aircraft
start to become a large proportion of the operational fleet.
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Figure 35. Passenger Demand Projection and Projected CO2 Emissions.

Task 3 - AEDT Supersonic Modeling

Georgia Institute of Technology

The original intent of Task 3 is to develop methods for AEDT to model supersonic transports. At the writing of the proposal,
AEDT utilizes BADA3 for vehicle modeling; therefore, the proposal has been focused on BADA3 approaches. Since then and
at the writing of this report, AEDT is transitioning to BADA4 for new vehicle representation in AEDT; therefore, rendering the
proposed tasks obsolete. Based on conversation with FAA technical monitors at the Spring 2019 ASCENT Advisory Board
meeting, Georgia Tech is directed to focus on BADA4 coefficient generation for supersonic transport, which is described in
Task 5.

Task 4 - Support CAEP Supersonic Exploratory Study

Georgia Institute of Technology

Objective

The top-level objective of this Task is to model the supersonic vehicles needed to support FAA technology trade studies.
Concurrently, the modeling team also support OEMs participating in the CAEP SST Exploratory study. During the period of
performance, Georgia Tech emphasized the design for both medium SST (55 passengers) and large SST (100 passenger)
classes and the design Mach study.

Research Approach

To model the vehicles, the Georgia Tech researchers utilized a well-established modeling environment for subsonic vehicles,
the Environmental Design Space (EDS), as a starting point. The existing infrastructure of EDS is modified and developed into
a modeling and simulation (M&S) environment for Supersonic Transports (SSTs) called the Framework for Advanced
Supersonic Transports (FASST). The connectivity and flow of information between the various aspects of FASST are shown in
Figure 36. The overall approach starts with defining the requirements and design mission and then proceeding to
configuration exploration.
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Figure 36. FASST Overall Architecture.

The configuration exploration step is partially done off-line from FASST, in a brainstorming exercise in which candidate
configurations are developed with Engineering Sketch Pad (ESP) and OpenVSP (NASA’s open-source parametric geometry
tool). These geometries are run through CART3D (NASA'’s inviscid computational fluid dynamics tool) and CART3D’s viscous
drag correction module to examine the wave and viscous drag characteristics. Based on these preliminary results, the
research team selects a configuration class, and proceed to perform aerodynamic shaping to maximize the cruise lift to drag
ratio (L/D). After the aerodynamic shaping is completed, a set of supersonic and subsonic drag polars is generated. The
supersonic drag polars are generated in CART3D (with viscous module enabled) by sweeping vehicle’s angle of attack for
multiple supersonic Mach numbers. The subsonic drag polars (i.e., Mach 0.3-0.8) are generated with the set of tools depicted
in Figure 37. The subsonic aerodynamic module uses two empirically based aerodynamic codes from NASA to calculate lift
and specific components of drag. OpenVSP’s Parasite Drag Tool, based on turbulent flat plate theory and form factor
corrections, is used to compute parasite drag. Then, AERO2S (NASA’s low-fidelity subsonic induced drag estimation tool) is
used to compute drag due to lift. AERO2S is based on linearized aerodynamics assumptions with empirical data corrections
to estimate lift and drag. This set of aerodynamic tools are integrated into a Python module called AFASST (Aerodynamics
for Framework for Advanced Supersonic Transports). AFASST computes the drag polar for a given Mach number, angle of
attack, and aircraft geometry. The last element of the aerodynamic module for FASST is the landing and takeoff (LTO) drag
polars which is also generated using AFASST. Once the vehicle geometry has been frozen, multi-element wing geometries
are developed for LTO conditions. Flaps are created on the existing wing planform for different trailing edge deflections. A
sensitive study of perturbing leading edge slats resulted in negligible effects on LTO aero; therefore, the combination of
leading slats and trailing edge flaps is not considered. If time and resources permit, a couple of CFD Reynolds-Average
Numerical Simulations (CFD-RANS) are performed to validate AFASST LTO results. The resulting LTO drag polars are input
into FLOPS’ detailed takeoff and landing module to compute balance takeoff field length and landing field length.

The propulsion module for FASST, like EDS, utilizes the object-oriented code Numerical Propulsion System Simulation (NPSS).
Cycle design is conducted using the Multi-Design Point (MDP) algorithm which allows requirements at both on-design and
off-design conditions to be met simultaneously. The thrust sizing points are initially estimated until the aero shaping is



complete. The propulsion system analysis also includes a flowpath analysis to estimate the propulsion system weight
including the inlet and nozzle. The flowpath and weight analysis is conducted using WATE++. The propulsion analysis is
described in more detail in below.

Once the aero and propulsion models are matured, then the thrust sizing points and inlet capture area can be converged
between aero and propulsion. Aero discipline provides vehicle coefficient of drag (Cy) for the takeoff (deflected flap), top of
climb, and cruise conditions to the propulsion disciplines to compute thrust sizing points. However, the drag estimates are
based on assumed inlet capture area from the propulsion discipline. These parameters are iterated upon until they are
converged between aero and propulsion disciplines.

After the thrust sizing points, capture area, and drag characteristics are converged, the next step is to select the best engine
cycle for the vehicle. This step starts with generating an engine deck containing thrust and fuel flow at various Mach and
altitude combinations and passed over to the mission analysis, which is performed using FLOPS. FLOPS internal aircraft
component weight estimation (except for propulsion systems weight) is used for the mission sizing. A design of experiment
(DoE) is constructed, varying key engine design parameters. The FASST environment is executed in accordance to the DoE
and response (both metrics and constraints) are recorded to generate cycle selection surrogate models. With the help of JMP
statistical software, the best engine cycle is selected based on minimum mission fuel burn and subject to constraints, such
as bypass ratio and jet velocity for noise considerations. Future iterations of FASST will have noise metrics directly.

Figure 37. Subsonic Drag Polar Generation (Wave Drag Effects are Neglected in Subsonic Aerodynamics).

Another major difference between EDS and FASST is the iteration required between aerodynamic and propulsion modules
during the vehicle synthesis and sizing process. For subsonic vehicles, as the aircraft drag increases or decreases during this
process, the engine can be scaled by using mass flow, and the only drag impact is the engine profile and parasitic drag due
to the engine nacelle being sized up and down. For supersonic vehicles, engine and airframe integration effects are must
stronger and thus the size of the engine affects the entire vehicle drag and lift characteristics. In order to capture the change
in vehicle drag due to engine size being scaled up and down, a surrogate of delta vehicle drag as function of capture area
and flight condition is also generated after the propulsion and aero discipline has converged on the initial capture area. Note
that this initial capture area is converged without flying the mission.

After the aerodynamics, propulsion, and mission analysis (i.e., synthesis and sizing) modules converge, the resulting vehicle
and engine are then used to predict LTO noise, emissions, and boom levels. If any of the last three analysis results are
unacceptable, the aircraft and engine design will need to be changed, and the entire convergence loop is repeated until all
metrics are satisfied. Currently, FASST is not envisioned to incorporate an optimizer to find the optimal configuration. It is
envisioned as a framework to perform design space exploration via design of experiments to determine whether there is a
feasible space that satisfies fuel burn, emission, LTO noise, and potentially boom.



The subsequent section of the report describes the propulsion and airframe modeling performed during the period of
performance, for both the GT Medium SST and GT Large SST, in more detail.

GT Medium SST
The GT Medium SST vehicle is designed and sized to cruise at Mach 2.2, carrying 55 passengers at 4,500 nmi with no
subsonic cruise mission segments.

Propulsion System

Cycle Architecture Selection

Most modern subsonic aircraft use a high bypass ratio separate flow turbofan (SFTF). This type of engine allows for high
overall efficiency by moving a greater amount of air for high propulsive efficiency while being able to maintain a high overall
pressure ratio for high thermal efficiency. As a result of the higher mass flow rate, these engines have lower jet velocities
for the same thrust, which is desirable from a noise perspective. However, moving more air comes at a cost of larger engine
diameters and greater thrust lapse in altitude as density decreases. This is detrimental for supersonic aircraft, which have
much higher drag and fly at much higher altitudes. In addition, supersonic engines have very long inlets and nozzles relative
to subsonic engines and the lengths of these components are proportional to engine diameter and heavily influence the
weight of the engine. To address all these challenges, a low bypass ratio mixed flow turbofan (MFTF) is chosen for this study.
The MFTF is a simple modification of the SFTF accomplished by mixing the bypass and core flow before exiting through a
single exhaust nozzle. The mixing of the two streams offers some efficiency gains and higher specific thrust, which reduces
the thrust lapse problem (Hartmann, 1967; Pearson, 1962). Although more advanced architectures exist that may provide
even greater benefits, the MFTF is chosen because of its simplicity relative to an adaptive or variable cycle architecture (Welge
et al., 2010).

Cycle Modeling
A schematic is included in Figure 38, depicting the components in the engine model and their connectivity. This model

inherited much of its structure from previous supersonic work done by Georgia Tech (Welge et al., 2010) with some changes.
A different inlet map is used to parametrically model total pressure recovery as well as installation drag due to spillage,
bypass, and bleed flow. The map is obtained from a library of maps in the PIPSI method (Kowalski & Atkins Jr., 1979) and
models a 2D, four-ramp variable geometry inlet. Due to the age of the maps, a technology scalar is applied to the bleed flow.
The fan and high-pressure compressor (HPC) maps are generated with the NASA tool CMPGEN within the FASST environment
to avoid the need for map scaling. The turbine maps are notional maps that are scaled, because the FASST environment does
not currently include a routine to parametrically generate turbine maps.

Figure 38. Engine schematic of clean sheet design for medium SST.

To obtain the design performance, dimensions, and number of stages of the turbomachinery, a simple preliminary estimation
is conducted to determine such parameters as flow coefficient, work coefficient, RPM, tip-speed, efficiency, hub-tip ratio,
and number of stages. This is important in order to trade-off the efficiency, size and weight of these components. Turbine
cooling flows are determined from NASA developed Coollt model, which computes the required cooling flow as a function



of metal temperature and the cooling effectiveness parameter ¢ = (T 45 — Tmerar)/(Tyas — Teoor)- A Mixer gain term is used (0%
for unmixed and 100% for perfectly mixed) to model how well the two streams mixed before expanding through the nozzle.
This mixer gain essentially accounts for the loss of thrust due to imperfect mixing. The nozzle chosen is an axisymmetric
plug nozzle and is modeled with a gross thrust coefficient curves as a function of the nozzle pressure ratio and expansion
ratio from the PIPSI library (Kowalski & Atkins Jr., 1979). For preliminary estimates, 100 HP is extracted from the high-speed
shaft and 1.5 Ibm/s of air is extracted from the HPC for customer usage.

Cycle Design Methodology

Classical thermodynamic cycle analysis sizes the engine (i.e., determines the airflow requirement to meet a certain
requirement, such as thrust) for a single flight condition, such as takeoff. However, the engine must operate over a wide
range of conditions, and thus, the engine set at the design flight condition may not meet requirements under other flight
conditions. This classical method called “single design point” requires an iterative procedure whereby the design is updated
and then reevaluated under other flight conditions. MDP is a technique developed by the Aerospace Systems Design
Laboratory (ASDL) to size an engine to simultaneously ensure that requirements are met at multiple flight conditions (Schutte,
2009). This is enabled by the object-oriented structure of NPSS, which allows for copies of the design engine to be simulated
at the same time as the design case. A system of equations can then be set up such that the independent design variables
may be set by a numerical solver to meet specified targets for different flight conditions.

As mentioned above, MDP allows for requirements under multiple flight conditions to be met simultaneously. To that end,
several flight conditions of interest are determined, along with relevant requirements for each of them. The flight conditions
chosen are listed in Table 14. The Aerodynamic Design Point (ADP) is the sizing point of the engine and a reference point
for defining the turbomachinery component performance. It is selected in this study to be a transonic acceleration point at
which having enough thrust to get through without afterburners or the need to dive is critical. The top of climb (TOC) point
is typically a critical point at which adequate thrust for a required rate of climb must be ensured. Additionally, this point is
part of the supersonic cruise segment, and thus efficiency is of critical concern. The takeoff point ensures enough thrust at
aircraft rotation. The takeoff point is critical to ensure there is enough thrust at rotation and for one engine inoperative (OEI).
The sea level static (SLS) point is a typical point of interest for certification. The cooling flow sizing point sizes the turbine
cooling flows for the condition of max gas temperature and max cooling flow temperature.

The NPSS solver is then used to determine a set of independent parameters (fuel flow, airflow, bypass ratio (BPR), etc.) that
would meet specified target values of certain dependent parameters. Some of these dependent parameters are design targets
and others are to ensure conservation of mass, momentum, and energy. For example, the fuel flow is varied to produce a
target value for turbine rotor inlet temperature (T41). The target T41 is determined from a user input throttle ratio (ratio
between max T41 and T41 at SLS). The max T41 is set to 3300 °R to be a slight improvement of the technology level of the
High-Speed Civil Transport (HSCT) [Pratt & Whitney and General Electric, 2005]. The value of MDP is that it allows changing
an independent design variable at one condition to target a desired value of another metric at a different flight condition.
For example, the ADP BPR is set to target an extraction ratio at TOC. Extraction ratios are set near 1.0 to avoid excessive
mixing losses. The ADP airflow is set to meet a TOC thrust requirement subject to constraints on thrust requirements at
other points. The thrust requirements are scaled as the vehicle is run through mission analysis. The inlet capture area is
sized to ensure the inlet and engine are perfectly matched at TOC.

Table 14. Cycle design points for a medium SST engine.

Flight Condition Mach Altitude AT |
ADP 1.2 39,000 0
TOC 2.2 60,000 0

Set for max Tt3 or Mach 2.2

Cooling Flow Sizing whichever is lower 55,000 0
Takeoff 0.25 0 27
SLS 0 0 0

Off-design Power Management

This section describes how the engine is operated in off-design through the entire flight envelope. Full power at any flight
condition is determined by running the fuel control to target a turbine rotor entrance temperature set as the product of max
turbine rotor entrance temperature and the ratio of the dimensionless temperature 6., = T;,/(518.67 °R) and throttle ratio.




This is constrained, however, by SLS thrust as a maximum value and by maximum temperature limits on the compressor
discharge (Tizmax = 1790 °R) and turbine rotor entrance(Ty,; = 3300 °R). In addition, the nozzle throat is variable and set to
hold an R-line of 2.0. R-lines are arbitrary lines drawn through the map such that values of flow, pressure ratio, and efficiency
are tabulated at the points where speed lines and R lines intersect. This enables creating tabulated maps for use in numerical
simulations like NPSS. R-lines should be roughly parallel to the stall line or the nominal operating line. By convention, R-line
=1 corresponds to the nominal stall line, and R-line = 2 corresponds to the nominal operating line (approximately), which is
typically just below the peak efficiency line. Therefore, holding an R-line = 2 approximates holding a desired stall margin or
operating line. The use of a plug nozzle allows for full expansion of the flow through the nozzle at any flight condition
without the use of variable geometry mechanisms. At part power, the fuel flow control is set based on a power code schedule
defining the percent of the thrust desired relative to the full power thrust at any flight condition. The nozzle controls at part
power are the same as the full power case.

Flowpath and Weight Model

The flowpath and weight model for the engine is developed with WATE++ and is inherited from previous supersonic study in
which Georgia Tech is involved (Welge et al., 2010). The model is modified for a 2D supersonic inlet, an axisymmetric plug
nozzle, and changes to some turbomachinery parameters based on a preliminary analysis method that is developed for this
study. The inlet model is modified to be based on the geometry determined from a preliminary inlet design code called IPAC
(Barnhart, 1997), and the inlet weight is modeled using the regressions from PIPSI (Kowalski & Atkins Jr., 1979). The nozzle
model is modified for an axisymmetric plug nozzle by extending the internal plug outside the nozzle with a 15-degree half-
angle and setting the external convergent flap to match the plug half-angle. A custom module for calculating the weights of
variable geometry actuators is also developed. A preliminary analysis code based on constant-meanline assumptions is
developed to estimate the number of stages of turbomachinery required along with parameters such as hub-tip ratio, area,
radii, and blade speeds. This preliminary turbomachinery code is run in conjunction with cycle analysis to set the component
efficiency and the geometric parameters, and the results are then passed to the WATE++ input to ensure consistency in the
geometry used to compute both final component efficiency and component weight.

Propulsion Systems Modeling Results

The engine cycle presented is as of the writing of this report (i.e., August 2020). Table 15 shows the efficiencies, pressure
losses, bleeds, and modeling assumptions used in the model at each of the design points for the MDP analysis of the current
design. Table 16 shows the cycle parameters and performance metrics at each of the design points of the current design.
The choice of cycle is conducted in the context of the vehicle by minimizing vehicle fuel burn as opposed to Thrust specific
fuel consumption (TSFC), which is an engine-level metric. This approach considers the tradeoff of TSFC, weight, and drag
due to engine size. The minimization of mission fuel burn is constrained by limits on inlet capture area (max 3000 in?) to
prevent excessive vehicle drag and a jet velocity below 1,650 ft/s at takeoff as a surrogate for noise. The details of the
mission fuel burn and vehicle gross weight are in the mission analysis section. A DoE is created to simulate different
combinations of cycle design variables, and FASST is executed accordingly and relevant responses (both metrics and
constraints) are recorded. The resulting responses are used to generate surrogate models for various metrics and constraints
of interest (e.g., fuel burn, inlet capture area, TSFC, jet velocity, weight, etc.). These surrogates are used to conduct the cycle
selection via the desirability function within the JMP software, which is essentially an optimization exercise utilizing the
surrogate models generated. Figure 39 shows an example of a profiler for the response of mission fuel burn as a function
of cycle design variables. The curves in each window are the partial derivative of the response with respect to the x-value of
that window and at the current values of all other x-values. The selected x-value settings represent the results of the surrogate
optimization exercise, and they are run through FASST a final time to verify the predictions of the surrogate models.




Figure 39. Example [not final results] of JMP Profiler for Fuel Burn as a function of cycle variables.

Table 15. Cycle modeling assumptions for a medium SST engine.

Component ADP TOC TO SLS (Uninstalled)
Inlet Recovery 99.26% 90.17% = 96.0% 100.0%
Fan Adiabatic Efficiency 89.85% @ 91.26% @ 92.33% 92.75%
HPC Adiabatic Efficiency 88.61% @ 88.75% | 89.17% 89.5%
HPT Adiabatic Efficiency 91.36% @ 91.47% @ 92.1% 92.15%
LPT Adiabatic Efficiency 91.06% 90.7%  91.45% 91.42%
Nozzle Gross Thrust Coefficient | 98.8% | 97.22% @ 98.8% 98.8%
Imperfect Mixing Coefficient 99.06% @ 99.06% 99.21% 99.29%
Nozzle Discharge Coefficient 96.4% 96.3% 96.1% 96.5%
Shaft Horsepower Extraction 100 100 100
Customer Bleed, Ibm/s 1.5 1.5 1.5
IGV Duct Pressure Loss 0.00% (currently no IGV)
Duct 6 Pressure Loss 2.50%
OGV Duct 0.0% (bookkept in burner)
Fuel LHV, BTU/Ibm 18,580
Fuel Temperature, °R 518.67
Burner Efficiency 99.70%
Burner Pressure Drop 4.00%
Duct 11 Pressure Loss 2.00%
Duct 13 Pressure Loss 3.00%
Tailpipe Pressure Loss 2.00%
Bypass Duct Pressure Loss 4.00%

AT



Table 16. Cycle variables and performance metrics.

ADP TOC L) SLS (Uninstalled)
Mach 1.2 2.2 0.25 0
Altitude [kft] 39 60 0 0
AT + ISA [R] 0 0 27 0
FPR 2.61 2.06 2.28 2.13
%Nc Fan 100.0% 90.5% 94.6% 91.7%
N1 [RPM] 6598 7372 6545 6146
Wc2 [Ibm/s] 570 489 507 508
HPCPR 6.72 5.98 6.34 6.12
N2 [RPM] 11220 12990 11360 10800
OPR 17.1 12.0 14.1 12.7
BPR 0.967 1.21 1.11 1.18
Extraction Ratio 0.99 1.05 1.03 1.05
Throttle Ratio 1.234
Turbine Cooling Flow [%W ;] 27%
T4 [R] 2779 3523 2749 2468
T41 [R] 2590 3300 2565 2305
T3 [R] 1212 1615 1245 1134
NPR 5.83 17.88 2.10 1.93
Vjet [ft/s] 2395 3275 1646 1468
Installed Net thrust [Ibf] 9323 8895 21696 23005
Installed TSFC [Ibm/(hr x Ibf)] 0.968 1.22 0.72 0.554

Figure 40 and Figure 41 show a notional flow path and weight breakdown for the current engine design, respectively.

Figure 40. Flowpath of Medium SST Engine.



ENGINE COMPONENT WEIGHT LISTING

weight length

WATE_Fan
WATE_Splitter
WATE_Duct6
WATE_HPC
WATE_B1d3
WATE_Burner
WATE_HPT
WATE_Duct11
WATE_LPT
WATE_Duct13
WATE_Duct15
WATE_Mixer
WATE_Tailpipe
WATE_Core_Nozz
WATE_LP_Shaft
WATE_HP_Shaft
WATE_Inlet

bare engine weight engine length
accessories weight 7 0 inlet length
engine mount weight 1 6 engine pod length
total engine weight 3001 engine pod C.G.

inlet & nacelle weight 2154.9 1bs engine max diameter
engine pod weight 10232.3 nacelle max diameter

Figure 41. Weight Summary of Medium SST Engine.

Emissions Modeling

Nitrogen Oxides

One of the important issues in the development of any aircraft is environmental acceptability (NASA CPC Vol2, 2005). This
is true even more so for SSTs which consume more fuel than their subsonic counterparts. This section discusses the various
methods found in the literature for modeling LTO and in-flight cruise emissions indices as represented by various combustor
configurations. Each method is evaluated in the context of the GT Medium SST engine cycle and with respect to the CAEP
limits.

To predict the Medium SST NOx emissions, NASA CFM56 P3T3, BFFMv2 (Dubois & Paynter, 2006), NASA HSCT P3T3
(Niedzwiecki, Richard W., 1992), and GE LPP MRA (lean pre-mixed/pre-vaporized multistage radial/axial) (S.Greenfield,
P.Heberling, G.Moertle, 2005) combustor correlations are explored. Each of the models are evaluated for LTO Dp/F0O0 for the
Medium SST engine cycle and compared with existing engines from the ICAO databank and plotted against overall pressure
ratio (OPR). Along with CAEP limits. For consistency with the existing engines, all of which are for subsonic aircraft, subsonic
rules for LTO Dp/FO0 are used. A table is created to compare EI NOx at max power takeoff and max power top-of-climb
predicted by each of the methods. Finally, the emissions indices, predicted by each method, are evaluated throughout the
flight envelope as additional comparison.

The first method evaluated is a NASA CFM56 P3T3 correlation that is developed by NASA Glenn Research Center and based
on the CFM56 combustor. This correlation development is done using the combustor inlet total pressure (Pt3), inlet
temperature (Tt3), and the fuel-to-air ratio (FAR) at both the reference test condition and the operational condition being
modeled. This correlation is called the “updated P3T3” model since 87 data points, collected from GE/Peebles test facility,



are used to cross-correlate these emission indices with Pt3 and Tt3 from NASA CFM56-7B engine cycle model. The resulting
model assumed an Pt3°* dependency and a polynomial fit in Tt3 to calculate EINOx = f(Pt3, Tt3).

Another method to predict LTO NOx for supersonic engines is the Boeing Fuel Flow Method, version 2 (BFFMv2). This method
was introduced by Boeing Company and presented to the ICAO CAEP WG3 Certification Subgroup on March 6, 1995 (SAE AIR,
Procedure for the Calculation of Aircraft Emissions, 2009-07). An updated version of this method has been published as a
technical paper by Dubois in 2006. The basic approach of the BFFMv2 is to generate a correlation between El and fuel flow
(FF). Dubois’s method also contained an update for supersonic engines to adjust the model for higher Mach numbers. The
process for the BFFMv2 is as follows:

1. Formulate correlation of log (FF) versus log (EINOy) from LTO Els.

2. Compute 8,1, Oamp (Used values from NPSS ambient element).

3. Compute the reference fuel flow at altitude using the cycle model (max power setting at a given Mach
number/altitude).
Compute the reference fuel flow by using FF,., = %93-8 e02M?

Interpolate/extrapolate the correlation in item 1 using log(FF,.;) to obtain EINOx,;.
Humidity correction.
61'02

EINOx computed from the following equation EINO, = EINO,, eH(93_3)3’.

Nowv A

Using the BFFMv2 at Mach numbers above 1.6 showed large error relative to the P3T3 method discussed above. In the original
BFFMv2, the term e%2™* substituted in place of the term (1 + 0.2M2), which is from the theory of compressible flow. Figure
42 shows a comparison of these two Mach number correction terms. It can be seen that at low Mach numbers they coincide,
but at high Mach numbers they diverge. At Mach 2.2, the fuel flow is being overestimated by 25% due to the use of the term
e%2* instead of (1 + 0.2M2). In addition to the Mach number correction, a fuel flow correction factor (k), is added to the

BFFMv2 equation Fé‘)ﬂ=k(;—3). This correction factor acts as an additional free parameter to better fit the data. When
1 1

implementing the correct Mach number correction and fuel flow correction factor, the error of the BFFMv2 relative to the

P3T3 method reduces from 25% to 8%.

Figure 42. Mach Number Correction Term versus Mach Number.

The P3T3 correlation developed from the CFM56 is deemed inappropriate for the GT Medium SST because the engine is a
clean-sheet design versus a refan using the core of the CFM56 engine. The BFFMv2, even after the corrections presented
above, still has a level of error higher than acceptable and is a general methodology that neglects the specifics of a given
combustor configuration. Given these shortcomings of both the CFM56 based P3T3 correlation and the BFFMv2, two
additional advanced combustor configurations that have been previously proposed for supersonics are examined. The two
combustor configurations are the Rich Burn, Quick Quench, Lean Burn (RQL) combustor and the LPP MRA combustor. For the
RQL configuration, shown in Figure 43, the initial section of this combustor is a rich-front to obtain and stabilize the flame
structure. Since the rich-front is low in oxygen, combustion is incomplete and only about 50% of the total energy release
occurs here. This incomplete combustion results in the formation of CO without any NOx. After the rich-front, air is rapidly
added into what is called the quench-section to enable the reactions to complete to CO,. After the quench-section is the lean-
zone where liner cooling air is added and the remaining energy release occurs. The excess air in lean combustion zone



results in a reduction of NOx emissions (NASA CPC Vol2, 2005). The initially evaluated correlation comes from the NASA
HSCT study (Niedzwiecki, Richard W., 1992) and is presented below:

(T — 1027.6)
349.9

P
EINO, = 23.8 (———=)"*exp [

1327 +0.014]

Figure 43. Rich/Quench/Lean HSCT Combustor (NASA CPC Vol2, 2005).

The LPP MRA combustor concept (S. Greenfield, P. Heberling, G. Moertle, 2005), shown inworks by rapidly atomizing and
uniformly mixing the fuel in the air prior to the combustion zone. This is done by injecting the fuel near a venturi throat,
where the high-swirl and high velocity air rapidly atomize the fuel. The lean fuel/air mixture, well-atomized and uniformly
mixed, will reduce the NOx levels (NASA CPC Vol2, 2005). The LPP MRA configuration is one of the lean combustion
architectures introduced that has a more mechanically durable dome structure (NASA CPC Vol2, 2005). To predict the NOx
emissions of this advanced configuration, GE Aviation developed the following correlations using 120 test data points:

Py 04 T;—460-1027.6 |, 6.29
1 SPyo, = =—— exp[2———+ —];
) NOx ™ 4327 pl 3499 53.2] ’

2) Elgeq = texp[—72.28 +2.8,/T, — 32—42 ; Tinmsec, T, in Kelvin
3) NO = 00.824159 + 4.166818( Ely45)( SPyo,)

Xcorrected
] 0.8449

4) NOy (EI) = 0.7136 [NO,

P; in psia, T; in Rankine

corrected

Figure 45 shows the LTO dP/F00, calculated by subsonic rules, for each of the correlations when applied to the GT Medium
SST engine cycle. For context, the CAEP limits and values for other engines from the CAEP database are also plotted on the
same graph. Table 17, Table 18, and Table 19 present the EINOx results for the GT Medium SST cycle using the NASA HSCT
P3T3 correlation.
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Figure 44. LPP MRA 2D Section View (S. Greenfield, P. Heberling, G. Moertle, 2005).

Figure 45. Plot of LTO Dp/FO0 Using NASA CFM56 P3T3, NASA HSCT 1992 and GE Based HSCT LPP MRA Correlations.

Table 17. GT Medium SST LTO EINOx (Subsonic Rules).

Mode Time Thrust % Thrust OPR Ps T (°R) Fuel Flow EINO.(g/kg)
(max) (Ibf) (psi) (Ibm/sec)
Takeoff 0.7 100 23005 12.7 186.7 1134 3.51 6.34
Climb Out 2.2 85 19554 11.2 163.9 1091 2.91 5.31
Approach 4 30 6902 5.7 83.2 896 1.07 2.32
Idle 26 7 1610 3.1 46.2 762 0.51 1.25
SAT
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Table 18. GT Medium SST LTO EINOx (Supersonic Rules).

Mode Time Thrust % Thrust OPR Ps T (°R) Fuel Flow EINO.(g/kg)
(max) (Ibf) (psi) (Ibm/sec)
Takeoff 1.2 100 23005 12.7 186.7 1134 3.51 6.34
Climb Out 2.0 85 19554 11.2 163.9 1091 2.91 5.31
Approach 2.3 30 6902 5.7 83.2 896 1.07 2.32
Descent 1.2 15 3451 4.1 59.9 818 0.69 1.63
Idle 26 5.8 1334 3.0 44.0 753 0.49 1.20
Table 19. GT Medium SST LTO NOx Dp/Foo.
Rule Dp/Foo Calculated, Corrected for Corrected for Dp [g] CAEP 8 Limit
[g/kN] engine tested dev. margin
Subsonic 15.81 17.39 20.16 463826 25.76
Supersonic 14.95 16.44 19.06 438447 25.76

Nonvolatile Particulate Matter (nvPM)

The cruise nvPM emissions for the NASA STCA are computed using the methodology described in CAEP11-WG3-PMTGO09-
IP06, “nvPM Cruise Modeling Methodology.” Two modifications are made to the CAEP methodology. The first modification
takes the parameters P3, T3, and FAR directly from the NASA cycle model run at the required flight conditions, rather than
using the CAEP estimation procedure. The data is provided by NASA Glenn Research Center. The second modification is
based upon recommendations by members of CAEP WG3 to change the Doépelheuer-Lecht equation by replacing the
combustor primary zone equivalence ratio ¢ with the combustor FAR, resulting in the following equation:

25 1.35
g (FAR P3 exp(—20000/Ty,)
Cref FARyof P3rer exp(—20000/Tyrer)

where the flame temperature is calculated by:
T, [K] = 2281[P3%0°%375 + 0.000178P3%955 (T3 — 298)]
with T3 in Kelvin and P3 in Pascals.

In addition, the sea level reference emissions data is taken from CAEP10-WG3-PMTG4-WP09, “GEOE1 nvPM Emissions Data
Description.” This document reports test results for a CFM56-7B26/3 engine. Data is presented both with and without liner
loss corrections, so the analysis is carried out for both cases. Finally, the sea level reference values of Pt3, Tt3, and FAR are
taken from Georgia Tech’s EDS model of the CFM56-7B27/3 engine, an up-rated version of the test engine. The EDS model
is run at the approximate test conditions of 1,400 ft elevation and ISA + 10C day. The results of the analysis are presented
in Table 20 below. At this point in time, the correct methodology of predicting nvPM emissions are still under discussion
with the CAEP community.

Table 20. nvPM mass El, mg/kg fuel.

Condition With Line Loss Correction Without Line Loss Correction
Start of cruise (43774 ft / 1.4) 25.90 17.80
End of cruise (50916 ft / 1.4) 15.52 10.64
Sea level static, 100% thrust 42.84 27.81
Sea level static, 85% thrust 25.32 15.66
Sea level static, 30% thrust 1.62 1.62
Sea level static, 7% thrust 1.54 1.54
AT



Airframe Modeling
This section details the process of modeling the airframe including using the viscous drag correction from CART3D, the area
ruling, and aero shaping of the vehicle.

Viscous Drag Prediction

The previous aerodynamic analysis of all aircraft developed in this project was done using inviscid CFD, which neglects
viscous drag but has lower analysis time compared to CFD (i.e., RANS) that considers all types of drag. At first, it is assumed
that the viscous portion of the drag could be neglected in the context of supersonic cruise, but a single point RANS solution
is obtained for the GT Medium SST, and it shows that the viscous portion of drag is 23.5% of total drag at Mach = 2.2 and
angle of attack (AoA) of 2 degrees. This result invalidates the assumption previously made and the need for a viscous drag
calculation is recognized. Predicting viscous drag using RANS-based CFD software is very computationally expensive. RANS
solutions may take days to be evaluated, and the Euler equations often used neglect that portion of drag. For this reason,
the viscous drag for the Medium SST is estimated using the CART3D viscous correction module. This software add-on uses
the Euler solution provided by CART3D’s inviscid solver with an interactive boundary-layer approach to estimate viscous drag
(Aftomis et al. 2006), greatly decreasing CFD evaluation time compared to RANS. This methodology uses loops around the
geometry to specify boundary layer stations (BLcuts) and boundary layer axis (BLaxis), which can be specified in any of the
X, Y, z Cartesian directions.

An initial attempt uses the viscous correction in CART3D simply applying the BLcuts and BLaxis to the exiting geometry, but
there are many errors related to both the software use in the Georgia Tech computers and how the geometry is specified.
The CART3D viscous drag add-on is originally created to run on computers with different software and operating system
versions; therefore, additional assistance for the NASA developers (with much appreciation) is needed. The first geometry
files generated by the Georgia Tech team used the airframe as one body and used several BLcuts in all directions to cover
said body. This procedure generated many errors because BLcuts are not supposed to intersect each other. The developers
of CART3D at NASA suggested that the geometry had to be created by components with different IDs, which enables the
creation of BLcuts and BLaxis that do not interfere with each other and still cover the entire geometry. Therefore, in order to
properly obtain the viscous drag for the Medium SST, the geometry definition in ESP had to change significantly. Each
component of the vehicle (i.e., engines) is assigned a component ID to identify it, and an in-house code is developed to
transform the new ESP geometry file into the triangulated files used by CART3D. Other adjustments are also made to other
input files for CART3D. Once the new files are obtained and the viscous drag module from CART3D is executed, a comparison
between the viscous correction results and the RANS solution for the Medium SST at Mach = 2.2 and AoA of 2 degrees is
made. The results of both CART3D and RANS CFD are shown in Table 21. Table 22 shows the percent difference of the
results at the same Mach number and angle of attack. As it can be seen, the deviation of CD and CL is less than 10%, which
shows that the CART3D viscous module has an acceptable agreement to higher fidelity CFD.

Table 21. Comparison between Cart3D viscous drag correction and RANS for Mach = 2.2 and AoA = 2 deg.

CART3D Results RANS CFD Results
Inviscid Viscous Total Inviscid Viscous Total
(@) 0.0187 0.006083 0.02479 0.0197 0.006061 0.02579
CL 0.1813 -0.000292 0.18103 0.1986 -0.000310  0.19833

Table 22. Percent difference in the results from Cart3D and RANS for the medium SST for Mach = 2.2 and AoA = 2 deg.

% Difference in results ‘

Inviscid Viscous Total
CD 5.21 -0.37 3.90
CL 8.72 5.81 8.73

Another comparison is performed by trying to match CL between the CART3D simulation and the RANS CFD solution. The
CART3D simulation with viscous correction is executed at Mach = 2.2 and AoA of 2.375 degrees, and the RANS CFD solutions
are obtained at Mach = 2.2 and AoA of 2.0 degrees. The results for both simulations are shown in Table 23. Table 24 shows



the percent difference of the results at the same CL and Mach number. Using this comparison approach, CART3D predicts
5.1% more total drag than RANS CFD at the same CL conditions. Given the small change in results for both comparisons
made and a great reduction in computational expenses given by the viscous drag correction, the CART3D viscous module is
used to predict viscous drag at all other flight conditions and for all other aircraft analyzed in the project.

Table 23. Comparison between Cart3D Viscous Drag Correction and RANS CFD matching CL. Cart3D calculations obtained
at Mach = 2.2 and AoA = 2.375 deg. RANS solutions obtained at Mach = 2.2 and AoA = 2.0 deg.

CART3D Results

Inviscid Viscous Total Inviscid Viscous Total
CD 0.02103 0.0060813 0.02711 0.01973 0.006061 0.025791
CL 0.1986 -0.00033156 0.19829 0.19864 -0.000310 0.198334

Table 24. Percent difference in the results from Cart3D and RANS for the medium SST. Cart3D calculations obtained at
Mach = 2.2 and AoA = 2.375 deg. RANS solutions obtained at Mach = 2.2 and AoA = 2.0 deg.

% Difference in results

Inviscid Viscous Total
CD -6.57 -0.33 5.11
CL 0.01 -6.95 0.02

Implementation of CART3D viscous module into the drag polar generation process results in a lower overall L/D at cruising
and peak L/D occurs at a higher coefficient of lift. Figure 46 shows the comparison between a purely inviscid drag polar and
one which has CART3D viscous correction implemented for 60,000 ft. Viscosity introduces dependency of L/D to altitude.
Higher altitudes will have more prominent viscous effects and cruise Reynolds number will decrease due to decreasing
density, resulting in a decreased L/D. Table 25 expresses the relationship between altitude and peak cruise L/D. Currently,
the Medium SST is projected to cruise at 62,000 ft resulting in a peak cruise L/D of approximately 7.1 occurring at a CL of
0.169. For comparison, an aircraft operating in purely inviscid conditions would have a cruise L/D of approximately 9.7
occurring at a CL of 0.112. Therefore, there is a significant difference in the performance and ideal opperating conditions of
the airframe in inviscid flow compared to viscous flow and indicating that airframes designed in a inviscid enviorment may
not necessarily be ideal in a viscous environment. Moving forward studies on airframes will be conducted in a viscous

enviroment from the start.

Figure 46. Inviscid/Viscous Lift over Drag Performance Comparison.



Table 25. Peak Lift to Drag Dependence on Altitude.

Altitude | Peak Operating
L/D @ Mach 2.2

50000 7.23
55000 7.18
60000 7.12
65000 7.06
70000 7.00

Area Ruling
With a cruise Mach of 2.2, the Medium SST must minimize wave drag to increase efficiency. One way to decrease wave drag

is to area rule an aircraft. Area ruling involves reducing area jumps along the length of the fuselage of the aircraft. To
minimize these area jumps, the wing and engines are strategically placed along the length of the aircraft. The nose is very
sharp leading to the body, the wing is moved forward, and as the wing ends, the rear engine and vertical tail prevent the
area distribution from drastically changing. An area ruling plot corresponding to the configurations shown in Figure 50 is
shown in Figure 47. In this figure, the smooth blue line represents an ideal Sears-Haack body, a shape demonstrated to
minimize wave drag for supersonic flight, and the black line shows the total area distribution of the aircraft at the cruise
Mach number. The other colored lines represent the area contributions of the separate aircraft components, such as the
wing, fuselage, and engines. To minimize wave drag, the total area distribution should follow the Sears-Haack body curve
as closely as possible. The plot on the left shows the area ruling of the initial configuration and the plot on the right shows
the current area ruling. Two major configuration updates that adversely affected the area ruling are the expansion of the
underside of the fuselage to allow for landing gear storage (see Figure 48) and the integration of the nacelles into the wings.
These changes result in a configuration with worse area ruling compared to the initial configuration that did not address
these concerns. Future design processes will include nacelles in the initial planform selection process. This inclusion should
lead to the selection of a planform which better reduces the nacelles adverse area ruling impact.

Cross-Sectional Area Plot

Area Area
300.00

S e .
© © o
= =} =)

S
=
=

200.00

(=
@
=

=
o
=}

5l

100.00 o3 7 0m
= Lds
- Soanny, a0 A%evv
- /"'“" 84 V=020
—] v Oy -
- of — 0.10
| 00q =
v o=
0'00 [} 1 1 I [} 1 I [ 1 I |nl I 000
100
Axis Location

Figure 47. Area Ruling Distribution Plot Before (left) and After (right) Landing Gear Storage and Nacelle Integration.
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Figure 48. Configuration before (left) and after (right) landing gear storage considerations.
Aero Shaping

In the supersonic flight regime, small geometric aspects of a configuration can have major effects on cruise efficiency (i.e.,
L/D). By visualizing the pressure distribution across the body of the aircraft, the aero team identifies areas of very high or
low pressure, and these areas are smoothed or modified to prevent the pressure buildup. The major areas investigated are
the sweep of the outboard section of the wing, the area ruling of the aft region of the fuselage, and nacelle integration.
Figure 49 shows flow visualization of the initial aero shaping of the Medium SST. Flow visualization revealed a large high-
pressure region on the leading edge of the outboard section of the wing. This high-pressure region can be reduced by
increasing the sweep of the wings. Additionally, the addition of the nacelles to the aircraft negatively impacted the area
ruling of the aircraft, necessitating a reduction in fuselage area behind the passenger cabin in reducing the impact caused
by the integration of the nacelles. Finally, minimization of interactions between the nacelle and the rest of the configuration
will be discussed extensively in the next section. Figure 50 shows the flow visualization over the Medium SST after the aero
shaping has been improved, revealing that the flow distribution on the wings had been smoothed out and thus resulting in
improved aerodynamic performance.

Airframe-Engine Integration

A major modeling challenge is integrating the engine into the ESP model for aerodynamic analysis. Due to the fact that the
primary purpose of airframe shaping is to define the outer mold line of the aircraft and due to engine cycle constantly
evolving during this process, only unpowered flow-through nacelles are modeled in the aerodynamic analysis. Even with this
simplification, modeling the engine installation effects parametrically remained a difficult task. Initial attempts to integrate
the engines into the wings result in very adverse interactions between the engines and the leading edge of the wing. Manual
improvements to the engine placements result in a much cleaner engine integration and an improved L/D, as can be seen in
the reduction in leading edge pressure in Figure 51. Unfortunately, manually improving the placement of the engines is a
time-consuming process and not feasible in design space explorations, which is why engine location design relations are
developed to parametrically place the engines. This approach will be discussed in more detailed in the Large SST section
where it is first implemented.



Figure 49. Initial Medium SST Aero Shaping.
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Figure 50. Improved Medium SST Aero shaping.
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Figure 51. Comparisons between the initial engine integration and Improved engine integration.

Landing and Takeoff Drag Polar Prediction
This section describes the process to generate the low-fidelity LTO drag polar. The tools used for LTO polar generation are

AERO2S and OpenVSP parasite drag tool. Parasite drag module in OpenVSP is used to calculate the parasitic drag (which is
not included in AERO2S), while AERO2S is used for lift and drag due to lift generation. Figure 52 is the overview workflow of
this process. If not specifically mentioned, the flight conditions for LTO drag polar analysis are Mach 0.25, 0 ft altitude, and

with AoAs ranging from -2 degrees to 16 degrees.

Figure 52. workflow for Ito drag polar generation.

For each OpenVSP geometry, multiple flap deflection settings are applied for LTO drag polar comparison. In this study, the
TE flap deflections ranges from O degree to 30 degree with a step size of 5 degree. Figure 53 shows the spanwise location
and length of the TE flaps in AERO2S. Note that the LE slats are not activated in this study due to the aforementioned leading-
edge slat sensitivity study. Figure 54 shows the LTO drag polar for the GT Medium SST with multiple TE flap settings.

Mission Analysis
This section presents the preliminarily results of the GT Medium SST closed vehicle design, designated as version 11.4 or

v11.4 for short. The preliminary results shown in this section are the result of executing the processes/iterations described

in the previous sections.



Design point

For synthesis and sizing of an aircraft, both the thrust-to-weight ratio (T/W) and the wing loading (W/S) are major design
parameters that are generally determined by performing a constraint analysis. For the current supersonic study, the T/W and
W/S are chosen to meet balanced field length under 10,000 ft and an approach speed below 165 kts.

Figure 53. GT Medium SST TE Flap Locations.

Figure 54. LTO Drag Polar for GT Medium SST.

Mission Profile
The vehicle is sized for a mission with a total range (excluding reserve mission) of 4,500 nmi. The chosen mission profile is

as follows:
e Takeoff: Mach = 0 - 0.30 at altitude of 0 ft.
e Subsonic climb: M = 0.30 - 0.95; altitude changing from 0 ft to 25,000 ft.
e Supersonic climb: M = 0.95 - 2.20; altitude changing from 25,000 ft to 58,000 ft.
e Cruise climb: constant cruise M = 2.2; altitude changing from 58,000 ft to 66,000 ft.



e Descent: deceleration from M = 2.2 - 0.30; altitude decreasing from 66,000 ft to O ft.

The reserve mission is defined as follows:
e Reserve fuel available: equal to 10% of total fuel used in main mission.
e Total hold time: 15 min.
e Climb: from 0 to 35,000 ft, with Mach increasing up to 0.80.
e Cruise: 35,000 ft at M = 0.80.

Descent Schedule

——— Climb Schedule Cruise Schedule

M2.2
FL580 — FL660

MO0.95 - M2.2
FL250 — FL580

M2.2 - M0.3
FL660 — FLO

M0.30 — M0.95
FLO — FL250

MO — M0.3 MO0.3 - MO

‘ Design Range = 4,500 nmi |

Figure 55. Mission Profile for Medium SST.

Vehicle Sizing

The vehicle sizing loop is performed with NASA’s FLight Optimization System (FLOPS). The vehicle is defined by using the
aerodynamic and propulsion information defined in this report along with the mission profile discussed above. The
preliminary vehicle characteristics results are shown in Table 26 and Table 27. Again, these results are preliminary at the

writing of this annual report.

Table 26. Key metrics for medium SST (preliminary).

Takeoff Gross Weight, Ibs 367,000

Design Cruise Mach 2.2

Wing Reference Area (ft?) 3,863

Design Range (nmi) 4,500

Beginning of Cruise L/D 7.13
AT



Table 27. Weight breakdown of medium SST (preliminary).

Weight % Empty
(Ibs) Weight (Ibs)

Weight % Empty

Component (Ibs) Weight (Ibs)

Component (Cont’d)

Wing 44,765 29.11 Control Surfaces 3,191 2.07
Horizontal Tail 0 0.00 Auxiliary Power 727 0.47
Vertical Tail 902 0.59 Instruments 1,030 0.67
Fuselage 24,411 15.87 Hydraulics 2,268 1.47
Landing Gear 11,100 7.22 Electricals 2,899 1.88
Nacelle (bookkept with engine) 0 0.00 Avionics 1,407 0.92
Structures Total 81,178 52.78 Air Conditions 3,794 2.47
Engines 54,080 35.16 Anti-icing 260 0.17
Propulsion Miscellaneous 271 0.18 Systems and Equipment Total 15,576 10.13
Fuel System: Tanks and Plumbing 2,697 1.75 Weight Empty 153,801 100.00
Propulsion Total 57,048 37.09

GT Large SST
The GT Large SST is sized to cruise at Mach 1.8 carrying 100 passengers, at 4,500 nmi with no subsonic mission segments.

Propulsion System

Architecture Selection

A MFTF engine architecture is also chosen for this class of supersonic transport for the same reasons as aforementioned for
the GT Medium SST.

Cycle Modeling
The propulsion model used for this aircraft is the same as the GT Medium SST. The differences in engine design are being

driven by the different design Mach number and number of passengers. The inlet map used is again based on a configuration
from the library of maps in the PIPSI database (Kowalski & Atkins Jr., 1979). It models a 2D, 4-shock, variable ramp, external
compression inlet which is optimized for Mach 2.0. The different design Mach number (1.8 versus 2.0) will require a different
selection of cycle variable and the larger number of passengers will result in larger thrust requirements.

Cycle Design Methodology

The GT Large SST uses the same MDP points as the GT Medium SST except that the TOC Mach number is 1.8 and the altitude
is 55 kft, whereas the Medium SST is designed for a TOC at Mach 2.2 and an altitude of 60 kft. The cycle design points are
summarized in Table 28. Initial thrust estimates are made based on the current vehicle drag polar for the Large SST, assumed
vehicle weight, and specific excess power requirements. The vehicle maximum takeoff weight (MTOW) is assumed around
400,000 Ibs, since this is about what the Concorde weighed. Another assumption made for determining the thrust required
at TOC is that 15% of fuel is consumed so the vehicle weight would be 85% of MTOW. From these assumptions and the wing
loading from the Concorde to estimate wing area, the required lift coefficient is computed. Using the drag coefficient at the
required lift coefficient and a required 300 fpm of specific excess power, the TOC thrust is estimated. The thrust at other
points of interest such as ADP, takeoff, and SLS are kept in the same proportions as the Medium SST. The computed thrust
requirements are implemented as a target within the cycle design environment and FPR, HPCPR, and Throttle Ratio (i.e.,
design T41) are varied to evaluate the performance of different engine designs. Using the MDP methodology, a design space
is studied and optimized to minimize TSFC.




Table 28. Cycle Design Points for Large SST Engine.

Flight Condition

ADP 1.2 39,000 0
TOC 1.8 55,000 0

. .. Set for max Tt3 or Mach 1.8,
Cooling Flow Sizing whichever is lower 55,000 0
Takeoff 0.25 0 27
SLS Uninstalled 0 0 0

Off-design Power Management
The off-design power management is the same for the GT Large SST as the GT Medium SST.

Flowpath and Weight Model

The flowpath model will be largely based on the one developed for the GT Medium SST. Appropriate modifications are being
made for the inlet, turbomachinery, and nozzle. At the writing of this report, the flowpath / engine weight model is still
under development.

Results

The engine cycle presented is as of August 2020. Table 29 shows the efficiencies, pressure losses, bleeds, and modeling
assumptions used in the model at each of the design points for the MDP analysis of the current design. Table 30 shows the
cycle parameters and performance metrics at each of the design points of the current design. At the time of the writing of
this annual report, these propulsion results are still preliminary and have not been completely matched to aircraft
performance.

Table 29. Cycle Modeling Assumptions for Large SST Engine.

Component ADP  TOC TO SLS |
Inlet Recovery 97.74%  92.72%  95.75% 100.0%
Fan Adiabatic Efficiency 90.69% @ 89.94% @ 93.30% 92.21%
HPC Adiabatic Efficiency 87.72% 87.35% 88.48% 88.30%
HPT Adiabatic Efficiency 90.77% | 90.71%  91.53% 91.63%
LPT Adiabatic Efficiency 92.94%  92.77% 93.30% 93.52%
Nozzle Gross Thrust Coefficient | 98.80% @ 97.91% @ 98.80% | 98.80%
Imperfect Mixing Coefficient 98.98%  98.87% 99.11% 99.06%
Nozzle Discharge Coefficient 96.3% 96.3% 97.3% 96.1%
Shaft Horsepower Extraction 100 100 100 0
Customer Bleed, Ibm/s 1.52 1.40 2.74 0
IGV Duct Pressure Loss 0.00% (currently no IGV)
Duct 6 Pressure Loss 2.50%
OGV Duct 0.0% (bookkept in burner)
Fuel LHV, BTU/Ibm 18,580
Fuel Temperature, °R 518.67
Burner Efficiency 99.70%
Burner Pressure Drop 5.00%
Duct 11 Pressure Loss 2.00%
Duct 13 Pressure Loss 3.00%
Tailpipe Pressure Loss 2.00%
Bypass Duct Pressure Loss 4.00%

AT



Table 30. Cycle Variables and Performance Metrics.

ADP TOC TO SLS
Mach 1.2 1.8 0.3 0
Altitude [kft] 39 55 0 0
AT + ISA [R] 0 0 27 0
FPR 2.27 2.27 1.96 2.20
%Nc Fan 100.0% 100.0% 93.4% 98.5%
N1 [RPM] 4935 5591 4850 4940
Wc2 [Ibm/s] 1018 1012 946 1012
HPCPR 7.93 791 7.31 7.81
N2 [RPM] 8948 10127 9035 9010
OPR 17.55 17.54 13.95 16.72
BPR 1.63 1.62 1.87 1.68
Extraction Ratio 1.00 1.00 1.04 1.01
Throttle Ratio 1.218
Turbine Cooling [%W 5] 26%
T4 [R] 2783 3492 2734 2736
T41 [R] 2624 3300 2581 2583
T3 [R] 1224 1543 1249 1236
NPR 496 11.20 1.83 2.04
Vjet [ft/s] 2142 2862 1392 1507
Installed Net thrust [Ibf] 13124 14073 30000 47151
Installed TSFC [Ilbm/(hr x |bf)] 0916 1.067 0.687 0.549

Emissions Modeling
The emissions model for the GT Large SST is under development at the writing of this report.

Airframe Modeling

This section details the process of modeling the airframe for a 100-passenger SST that cruises at Mach 1.8. The development
of the cabin layout, area ruling, conceptual design process of the vehicle and initial configuration selection processes are
described.

Cabin Sizing

The passenger cabin is sized to conform to the FAA requirements of emergency exits and number of flight attendants for a
100-passenger vehicle. The seat width, seat pitch, and isle width are assumed to be equal to the ones from the Medium SST,
and its values are shown in Table 31. These values were defined during previous work in this project, and they are based on
the seat width/pitch of first-class seats in long domestic flights (e.g., JFK to LAX, approximately 6.5 h).

Table 31. Seat pitch and width for Medium SST and Large SST cabins.

Class Seat Pitch (in) Seat Width (in)
First Class 32 21
VIP 45 24

The arm rests are chosen to be 3 in for the single seat in first class and the non-shared arm rest of the double seats in first
class. The shared arm rest in first class and the arm rest in the VIP class are set to 3.5 in. The fuselage thickness is assumed
to be 6 in, and the cabin cross-section is a circle with a 12.3-ft diameter. Three exits in each side of the fuselage and two
steward’s seats are added to fulfill the FAA requirements listed in 14 CFR 25.807 and 14 CFR 121.391. One type | exit and
two type Il exits are used. The type | exit has a width of 36 in in order to accommodate passenger boarding, and the type Il
exits width is 20 in. The final cabin layout also contains two lavatories and two galleys. The final cabin length is 111.6 ft.
Figure 56, Figure 57 and Figure 58 show the first-class cross-section, the final cabin layout, and its dimensions, respectively.



Figure 56. Cross-section of the First-Class cabin for the Large SST. All dimensions are in inches.

Figure 57. Cabin layout for the large sst.

Figure 58. Cabin dimensions for the large sst.



Area Ruling
During the conceptual design, the minimization of wave drag governed the aerodynamic shaping of the aircraft. This drag

contribution can be calculated by using slender body theory and supersonic area rule (Whitcomb, 1966). Area rule means
that a smooth change in cross-sectional area of the vehicle going from the nose to the tail of the aircraft is desired. Some
cross-sectional area distributions have been shown to minimize wave drag. In order to design a vehicle that minimizes drag,
area rule is used to shape the fuselage of the vehicle along with the cabin size. For this reason, the fuselage of the Large SST
did not maintain a constant width as seen in Figure 58.

Parametric Design Relations

The design of the GT Large SST used the knowledge learned on the design of the Medium SST; however, the change in
passenger count and design Mach number are enough to require a new design for all parts of the vehicle. The fuselage is
designed to fit the cabin layout developed, to be area ruled, and to have a total length of 254.2 ft (3050.3 in). The vertical
tail, wing, and engine inlet capture areas are increased compared to the GT Medium SST. The vertical tail is assumed to
double in area of that of the GT Medium SST; this assumption will be re-evaluated once the aerodynamics and propulsion
designs iterate to ensure the vehicle can fly safely with one-engine-out condition. The wing area is increased compared to
the 55-passenger vehicle. The aircraft is assumed to have four engines, each one with 4490 sq. in inlet capture area and
length of 500 in. The baseline vehicle just described is shown in Figure 59, and it has an L/D of 6.76 at Mach 1.8, AocA = 2
degrees, and it has an L/D = 6.42 at Mach 1.8, AoA = 3 degrees.

Figure 59. Baseline vehicle created for the GT Large SST configuration.

Given that the fuselage, vertical tail, and engines will be sized to conform to the vehicle passenger, thrust, and safety
requirements, the only component that can be changed to improve L/D in the beginning of the conceptual design is the
wing. In order to obtain a wing planform with higher L/D compared to the baseline, a DoE is performed to find wing
geometries that perform better with respect to cruise L/D.

DoEs are a way of choosing variable combinations in the design space such that the points are within the ranges of variables
set by the designer, and there are sampling points spanning the entire range of variables. The first DoE performed did not
impose constraints on the points chosen. Engines are also not included in the initial set of experiments. The resulting
configurations that are obtained as the optimum are unreasonable, such as the design shown in Figure 60.

In order to avoid looking at designs that are obviously infeasible, the next DoEs added constraints to the design parameters.
Specifically, the following requirements are specified:
e Flow through nacelles must be included in the geometry model to account for engine-wing interference effects.
e Engine location must change as the planform design changes.
e Infeasible or invalid design combinations need to be avoided.
e Design space needs to be large enough to find sufficient improvement over the baseline.



Figure 60. Optimum Design Obtained from DoE without Parametric Design Relations.

To satisfy the above requirements, the following procedural steps are established:
1. Define a baseline geometry seed from which subsequent designs can be generated.
2. Define the design variables and ranges.
3. Define engine location design relations.
4. Formulate constraints on the design space.

Step 1 requires the definition of a realistic design that is also geometrically valid (i.e., engines are not sticking through the
wing). The baseline can be any design since the only purpose of this configuration is to provide reference values for use in
the engine location design relations and the design space constraints. As such, the geometry shown in Figure 59 is defined
as the baseline for step 1. Step 2 requires defining the design parameters that can be varied as part of the DoE. The vertical
tail and fuselage geometries are frozen for this exercise and only the wing is considered as part of the design space. Table
32 shows the design variables and their ranges considered. The upper and lower bounds are set somewhat arbitrarily large
to ensure a large enough design space, recognizing that the constraints developed in step 4 will help in filtering out
unrealistic design combinations.

Table 32. design variable ranges for DoE created to optimize GT Large SST.

CVARIABLE - lowerBound  UpperBound

Root Chord (in) 1000 1800
Mid Chord (in) 250 1000
Tip Chord (in) 50 250
Root Twist (deg) -6 6
Mid Twist (deg) -6 6
Tip Twist (deg) -6 6
Root Thickness to Chord Ratio 1% 2%
Mid Thickness to Chord Ratio 2.5% 6.5%
Tip Thickness to Chord Ratio 2.5% 10%
Sweep of LE of Inboard Section (deg) 55 80
Sweep of LE of Outboard Section (deg) 35 80
Inboard Span (in) 450 650
Outboard Span (in) 100 400
Inboard Dihedral (deg) -6 6
Outboard Dihedral (deg) -6 6

The purpose of step 3 is to define a set of relations that automatically allow for the through flow nacelle geometry to move
with the changes in the wing design. The idea is to prevent situations where the nacelles are not connected to the wing or
stick through the wing geometry and produce invalid designs. While these situations can be manually corrected, doing so
for hundreds of cases in a DoE is impractical. Lastly, step 4 aims to develop realistic constraints on the design space that



are a function of the chosen design variables. These constraints will filter out infeasible design combinations. Steps 3 and 4

are described in more detail below.

Engine Location Design Relations (Step 3)

To develop a set of robust and realistic relations, the following assumptions are made:
e The engine will always be on the inboard wing section - for structural considerations (avoid mounting engine
on span location with thin airfoils) and directional stability purposes (engine out yawing moment).
e The airfoils on the wings are biconvex > allows for linear variation of thickness between cross sections and

simplifies engine-wing z direction mate relationship.

e No droop on any airfoil either at LE or TE - prevents engine from accidently sticking through the fore section

of the wing due to a change in camber.

o Note: Droop is added after the high-speed DoE study and parameters are varied manually to improve low

speed performance.

e Engine length and cross section area are fixed (not part of design space). The relations made are tested for four
engines with 4490 sq. in inlet capture area and length of 500 in.

Figure 61 shows the dependency between the engine location and
wing design parameters. All these relations are accounted for as
algebraic equations when generating the geometry for a given set
of design parameters. The following relations are implemented:

e Changes in the x location of the engine due to changes
in wing sweep and chord length to prevent the engine
from sticking out in front of the wing leading edge or
too far back behind the trailing edge.

e Changes in the y location of the engine to keep it within
the inboard wing section as the wingspan changes.

e Changes in the z location due to changes in all design
variables to keep the engine from sticking through the
wing or from having a large clearance between the wing
and nacelle upper surface.

e Changes in the engine pitch angle due to changes in
wing twist or span.

e Changes in the engine roll angle due to changes in span
or wing dihedral.

Design Space Constraints (Step 4)
The design space constraints are integrated as part of the DoE
generation script, thereby allowing for the creation of DoEs where
each sample satisfies the constraints and infeasible cases are
filtered out during the generation stage. These constraints also
leverage the algebraic equations developed as part of step 3 above.
These constraints are listed below:
e Wing/engine cannot extend beyond fuselage TE.
e Engineinlet must be at least 10 in behind the mid chord
LE to avoid engine sticking out ahead of the wing LE.
e Outboard span must be smaller than inboard
(aeroelasticity constraint).

Figure 61. Dependency of engine location, pitch and roll
angles on the design variables

e Wing TE should be monotonic. This constraint is later replaced by the stricter straight TE requirement to allow

for easier TE spar construction.

Engine pitch should be within +/- 3 degrees from horizontal - to minimize loss in thrust.
Wing root TE cannot travel more than 6 in in positive z direction and more than 2 in in the negative z direction
relative to the reference z location of its LE - to avoid wing sticking out from above/below the fuselage.

e Outboard sweep must be smaller than inboard sweep = to avoid compromising low-speed performance.

e Wing thickness at the root should be greater than thickness at the mid, which should be greater than the tip

thickness = structural constraint.



Minimum thickness at the mid chord is 18 in < to allow space for fuel pipes/cables to/from engine.
Maximum height of either the mid or tip LE z location cannot be more than +/- 18 in from the root LE z location
- stability/ground clearance/structural constraint.

After all the constraints mentioned above are implemented, a DoE with 250 cases is executed using CART3D with viscous
correction. The designs with highest L/D are shown in Figure 62; however, these designs have structural issues, namely the
wing box would not support the planforms created because there are drastic changes in the TE sweep between the inboard
and outboard sections of the wing. The ribs in the wing box are usually not created to conform to such changes in the wing
TE. The rightmost vehicle in Figure 62 is a good example of this issue.

Figure 62. Best Designs from Constrained DoE without Enforcing Straight TE
(Configurations with L/D Decreasing from Left to Right).

The odd planform shapes are avoided by imposing another constraint: a straight TE throughout the entire wingspan. This
constraint changes the geometric design space by substituting mid and tip chord with TE sweep in the independent variable
list. The addition of this design relation allows the generation of 250 valid and realistic geometries, but many resulting
designs with high L/D have oversized wings due to long wingspans and tip chords. Long tip chords are not desired for
structural considerations during supersonic cruise and large wing areas lead to high total drag, which would worsen the
overall performance of the vehicle. For these reasons, planforms with wing areas greater than 1.55 times the Concorde wing
area are filtered out. The configurations that resulted from this final DoE and that had reasonable wing areas are shown in
Figure 63.

The main considerations used to choose the final planform are L/D, outboard sweep, and planform area. The wing planform
chosen is the leftmost design in Figure 63. This planform has the highest L/D, which is important for vehicle performance;
the smallest outboard sweep, which indicates best low-speed performance; and the second smallest wing area, showing it
does not perform well simply for the having oversized wing and that the overall drag of the wing will be acceptable. It is
observed that the wing area from this design could be decreased by shortening the root chord and the wingspan by 3.5%,
improving the overall characteristics of the planform. The final design obtained after the scaling the wing parameters for the
GT Large SST is shown in Figure 64.

The wing characteristics for the GT Large SST are shown in Table 33. Figure 65 and Figure 66 show the L/D versus AoA curve
and the drag polar for this vehicle at Mach 1.8. The peak L/D is equal to 7.07, and it occurs at AoA of 3 degrees. The
reference wing area is 5183.2 ft2. To improve the performance of this vehicle even further, an engine inlet capture area study
will be performed to understand the change in drag caused by the change in inlet capture area. Droop will be added to the
airfoil sections to improve L/D. An iteration between the high speed and low speed aerodynamics can affect the outboard
characteristics of the chosen wing planform. Geometry updates will also arise as the engine cycle, engine capture area, and



length change are updated. Changes to the vertical tail and engine span-wise location will occur for the one-engine-out
condition and landing gear sizing, which depends on the estimation of center of gravity obtained when the vehicle is sized

in FLOPS.

Figure 63. Best Designs from Constrained DoE Enforcing Straight TE and Wing Area
(Configurations with L/D Decreasing from Left to Right).

Figure 64. Final vehicle geometry with wing planform chosen for the GT Large SST.



Table 33. Wing Geometry Definition for GT Large SST.

Root Chord (in) 1576.2 1734.3
Mid Chord (in) 460.4 417.2
Tip Chord (in) 78.8 75.3
Root Twist (deg) 0.00 -0.0846
Mid Twist (deg) 2.17 1.95
Tip Twist (deg) 2.01 -3.36
Root Thickness to Chord Ratio 1.77% 1.07%
Mid Thickness to Chord Ratio 4.50% 4.36%
Tip Thickness to Chord Ratio 8.00% 7.05%
Sweep of LE of Inboard Section (deg) 70.0 70.5
Sweep of LE of Outboard Section (deg) 57.0 39.0
Inboard Span (in) 450 450.9
Outboard Span (in) 300 378.1
Inboard Dihedral (deg) 0.892 1.84
Outboard Dihedral (deg) -1.14 -2.15

Figure 65. L/D versus Angle of Attack for GT Large SST at Mach 1.8. Peak L/D of 7.07 at 3 Degrees AoA.

Figure 66. Drag Polar for GT Large SST at Mach 1.8.



Landing and Takeoff Drag Polar Prediction

The process for generating GT Large SST LTO drag polar is the same as that for the GT Medium SST. Same flight condition
and workflow are used for GT Large SST. Figure 67 shows the spanwise locations and length of the TE flaps. Figure 68 shows
the generated LTO drag polar of GT Large SST with different TE flap deflections.

Figure 67. GT Large SST TE Flap Locations.

Figure 68. LTO Drag polar for GT Large SST.

Design Mach Number Trade Study
At the request of the FAA AEE office, additional technology trade studies are added to the work scope to examine design
fuel burn, LTO NOx, and noise trends as a function of design Mach number for three classes of SST. As a result, six additional

vehicles are expected to be modeled. The Mach number in red fonts in Table 34 lists these extra vehicle models.



Table 34. Design Mach Number Trade Study for Different Vehicle.
Notional SST Baseline Design Possible Design Mach Design Range Design Payload (Number

Mach Number Number Range for Trades (nm) of Passengers)

NASA 55t STCA 1.4 1.4,1.6,1.8 4,000 8
GT Medium SST 2.2 1.8, 2.0, 2.2 4,500 55
GT Large SST 1.8 1.6, 1.8, 2.0 4,240 100

Considering the large computational time spent using inviscid CFD aero shaping as mentioned in the Aerodynamic Shaping
section of the report, it is infeasible to apply the same workflow for the design of the six additional vehicles at different
design Mach numbers. Therefore, a low-fidelity approach is proposed, and Figure 69 demonstrates the general workflow for
the approach. For each baseline geometry (NASA 55t STCA, GT Medium SST, and GT Large SST), firstly, a set of uncalibrated
drag polars generated from low-fidelity aero model and drag polars from high-fidelity CART3D CFD are used to create
calibration functions to correct the low-fidelity drag polar to match the CFD data (details will be described later). Meanwhile,
a design space is created by sweeping each baseline geometry design parameter. The design parameters used for the Mach
number study are listed in Table 35. Design space sampling is done by using Latin Hypercube Sampling (LHS) to fill the
design space. Design space constraints described for the GT Large SST are adjusted and applied here to filter out infeasible
design and generate the design candidates for further study. Based on the design Mach number and its corresponding
optimization criterion, calibrated drag polars for each design candidate are generated. The design criterion used in this study
is a combination of both low-speed and high-speed performance. As shown below, the objective function for optimization is
a weighted sum of 80% high-speed drag polar and 20% low-speed drag polar.

L L
objective function = 0.8 (—) +0.2 % (—)
D high speed D low speed

The high-speed drag polar is calculated at design Mach number to represent its cruise performance while the low-speed drag
polar is calculated at Mach 0.25 to represent its low-speed performance. A weighted sum objective function can enforce the
final optimum design to have good performance at both cruise and low speed. The configuration maximizing the objective
function will be chosen as the optimum.

Figure 69. general workflow for low-fidelity design mach number trade study.

Table 35. Design parameters for optimization.

Design parameters |

Inboard sweep Outboard dihedral

Outboard sweep Inboard span
Inboard twist Outboard span
Outboard twist Mid chord

Inboard dihedral



The baseline geometry is taken from vehicle design described in the former sections in this report. Figure 70 is a detailed
description of calibration function calculation. Low-fidelity tools including AERO2S, WINDES, and OpenVSP are used to
generate drag polars for all range of Mach numbers. Detailed function for each tool can be found in Figure 37. Calibration
functions are calculated by fitting a non-linear model. Calibration only covers drag polar from Mach 0.88 to Mach 2.4. Low-
speed drag polar and LTO drag polar have no calibration since there are no higher fidelity data to calibrate against.

Figure 70. Detailed workflow for calibration factor generation.

The design candidates are selected by combining an LHS design space sampling and design constraint sampling. The number
of survived design candidates vary from case to case as the design space is randomly filled. In this study, at least 100 cases
for each design dimension are considered. Sections below are calibration and optimization results for each vehicle for its
corresponding design Mach number.

NASA 55t STCA
The design Mach number study for the NASA 55t STCA is based on NASA-provided geometry definition and drag polar.

Although NASA’s drag polar for STCA used similar low-fidelity tools as those depicted in Figure 37, differences are still
observed which makes calibration a worthy exercise. Based on observations of the drag polar data and AFASST-generated
data, a single calibration function is sufficient for calibrating supersonic drag polar. Low-speed drag polar (i.e., Mach < 1,
excluding LTO drag polar) does not need calibration since their differences are negligible. Figure 71 depicts the calibration
result for Mach 1.4 at 20,000 ft altitude.

Figure 71. Calibration result for NASA 55t STCA.

As listed in Table 34, two additional business class configurations, one for Mach 1.6 and the other for Mach 1.8, are studied.
However, since the exact optimization methodology is unknown, the original NASA 55t STCA designed for Mach 1.4 is also
redesigned (using the same optimization philosophy) for consistency. Figure 72 shows the original NASA 55t STCA (subplot
a), redesigned Mach 1.4 STCA (subplot b), Mach 1.6 design (subplot c), and Mach 1.8 design (subplot d).



Table 36 shows the resulting detailed design parameters for each configuration. Note that for the original NASA 55t STCA,
the wing is divided into four sections; therefore, instead of having only two variables for inboard twist and outboard twist,
four twist and dihedral angles are chosen as design parameters. Since there is only one kink location, sweep angles are kept
as two design parameters—one inboard and one outboard. The optimization results show good consistency, meaning
maximum L/D decreases as design Mach number increases as expected.

Figure 72. Geometry configurations for different design Mach number.

Table 36. Design Parameters for different re-design configurations.
Design Parameter STCA@Mach 1.4 STCA@Mach 1.6 STCA@Mach 1.8

28 28 28
4 4 2
3 2 3
3 2 3
3 2 3
3 2 3
2 2 2
0 2 2
0 2 2
0 2 2

Horizontal tail sweep 65 65 67
Maximum L/D 9.37 9.03 8.36

GT Medium SST

For GT Medium SST and GT Large SST, some of the assumptions used in the NASA 55t STCA optimization no longer hold.
During the calibration process, contrary to single calibration function for the whole supersonic Mach number regime,
calibration factors fitted for GT Medium SST and GT Large SST can only be used for one single Mach number. Moreover, for
NASA 55t STCA optimization, calibration is not required for Mach < 1; for GT Medium SST and GT Large SST, drag polar with
Mach number greater than 0.8 needs to be calibrated. One potential reason could be that for the NASA 55t STCA, the
calibration is performed using two low-fidelity tools that share the same physics and similar logic. For the GT Medium SST
and GT Large SST, calibration is based on high-fidelity CFD data (i.e., CART3D with viscous correction). The differences
between the theories used in low-fidelity and high-fidelity tools make it difficult to have one single calibration function to
cover the entire Mach range. Therefore, multiple sets of calibration factors have been developed and currently the model has
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the capability to predict aerodynamic coefficients from Mach 0.88 to 2.4. Also, both GT Medium SST and GT Large SST have
only two wing sections, i.e., inboard and outboard; therefore, the number of design parameters are reduced.

Figure 73 shows one single example for the calibration factor developed for GT Medium SST. Good approximation has been
achieved through a linear calibration function. Note that poor calibration performance is observed at negative AoA, a region
the mission analysis will not be exploring.

Figure 73. Calibration Results for GT Medium SST.

Figure 74 shows the optimization result for the GT Medium SST. Similar to the optimization process for the NASA 55t STCA,
geometry optimization has been applied for both design point and the other two trade study design Mach numbers for
consistency consideration. Four subplots in Figure 74 represents the original configuration at design point Mach 2.2 (subplot
a), optimized configuration at design Mach number (subplot b), additional configurations for trade study design Mach
number Mach 1.8 (subplot ¢) and Mach 2.0 (subplot d). Table 37 lists the values for the optimized design parameters for
comparison. The optimization is done by manually sweeping design variables around the baseline value and seeking to
improve the maximum L/D.

Table 37. Design Parameters for Different Re-design Medium SST Configurations.

Design Parameter GT Medium SST GT Medium SST GT Medium SST
9 Redesign@Mach 2.2 Redesign@Mach 2.0 Redesign@Mach 1.8

Inboard sweep
Outboard sweep
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Figure 74. Geometry Configurations for Different Design Mach Numbers for Medium SST.

redesign configurations.

Meanwhile, LTO drag polar has been generated for the three redesign configurations. The process for generation is exactly
the same as formerly described in an earlier section. Figure 75 shows LTO drag polars of different TE flap settings for each

Figure 75. Comparison of LTO Drag Polar for Redesign Medium SST Configurations.
GT Large SST

Recalling that the calibration for the GT Large SST shares the same process as for the GT Medium SST, Figure 76 shows the
calibration results for GT Large SST at Mach 1.8 and 55,000 ft altitude. Good approximation has been achieved at positive
AOA.



Figure 76. Calibration result for GT Large SST (Preliminary Results).

Similar optimization procedures as for the GT Medium SST are applied to the GT Large SST for design Mach numbers 1.6 and
2.0. Figure 77 depicts the optimization results. Subplots from left to right corresponds to original configuration design for
Mach 1.8, optimized configuration for Mach 1.8, optimized configuration for Mach 1.6, and optimized configuration for
Mach 2.0. Table 38 lists the detailed optimized design parameter values for these configurations for comparison. Similarly,
LTO drag polars shown in Figure 78have been generated for these three redesign configurations. The process for generation
is exactly the same as described for the GT Medium SST. Note that these results are very preliminary since the baseline
design has not been frozen.

Figure 77. Preliminary Geometry Configurations for different Mach numbers (Preliminary Results).

Table 38. Design parameters for different preliminary re-design configurations (Preliminary Results).

GT Large SST GT Large SST GT Large SST
Redesign@Mach 1.8 Redesign@Mach 1.6 Redesign@Mach 2.0

Design Parameter

70 69 71
41 41 35
2 2 2
-3 -3 -3
-1 -1 1
-1 -1 0
Maximum L/D 8.03 9.52 7.95
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Figure 78: Comparison of LTO Drag Polar for Redesign Large SST Configurations (Preliminary Results).

Task 5 - AEDT BADA4 Coefficient Generator

Objective

This Task's objective is to investigate the representation of SST aircraft generated using EDS in AEDT. Aerodynamics and
propulsion coefficients of the BADA4 method (which is adopted in AEDT for subsonic aircraft) are to be generated using data
fitting techniques for SST aircraft. Recommendations are to be provided on whether the BADA4 method is sufficient to
capture SST aircraft performance.

Research Approach
The Georgia Tech team makes a distinction between the aerodynamics and propulsion coefficients of the BADA4 method
due to the different BADA4 equation forms and the different underlying physics. These differences are assumed to
necessitate the need for different regression techniques. Within aerodynamics, drag coefficients for clean and non-clean
configurations are investigated. Alternatively, for propulsion, thrust and fuel flow coefficients for the idle and non-idle
settings are investigated.

Aerodynamic Coefficient Generation

The main BADA4 equations for aerodynamics are those for clean and non-clean drag coefficients as reported in the BADA4
user manual published by EUROCONTROL. For the clean configuration, the drag coefficient is represented in equations 3.2-
3 to 3.2-6 of the manual, as shown in Figure 79.

For the non-clean configuration, the drag coefficient is represented in equation 3.2-8 of the manual, as shown in Figure 80.



Figure 79. BADA4 Equation for Clean Drag Coefficient.

Figure 80. BADA4 Equation for Non-clean Drag Coefficient.

Data fitting for aerodynamics followed a general procedure:

1.

2.

Utilize drag datasets for representative subsonic aircraft first to analyze if fitting issues exist. Two vehicle classes
are selected: the large single aisle (150pax) and the small twin aisle (210pax).

Experiment with a subset of aerodynamic data for the SST aircraft. If no generalized model results in a good fit
for the original form of the BADA4 equations, derive alternate forms for the BADA4 equations.

By examining the BADA4 equation for clean drag, the Georgia Tech researchers immediately recognized that the current
formulation is not suitable for the supersonic regime since the denominator values for multiple terms in the equation would
result in complex numbers for Mach numbers greater than one. Different alternate formulations listed below are tested:

1.

2.

Method 1. Using the same formulation but considering only the real portion of complex numbers when Mach >
1. This method results in one set of coefficients for all flight regimes and cruising altitudes.

Method 2. Using a slightly different formulation by implementing an “IF” statement: If Mach > 1, the
denominators of terms with a square root power would have their base changed to M*-1 instead of 1-M? (this
applies to terms with coefficients d2, d4, d7, d9, d13, and d15). This method also results in one set of
coefficients for all flight regimes and cruising altitudes.

Method 3. Using a slightly different formulation by setting the coefficients of terms with denominators that
include a square root power to zero (i.e., d2=d4=d7=d9=d13=d15=0). This method also results in one set of
coefficients for all flight regimes and cruising altitudes.

Method 4. Using two different formulations for the two different flight regimes, subsonic and supersonic. For
the subsonic regime, use the BADA4 formulation as-is with no changes. For the supersonic regime, set the bases
of all terms with a denominator to M?*-1 instead of 1-M? (this applies to terms with coefficients d2, d3, d4, d5,
d7, ds8, d9, d10, d12, d13, d14, and d15). This method results in two sets of coefficients for each flight regime.



For all these methods, the scalar term of the BADA4 formulation (in equation 3.2-3) is not included in any of the fits since it
is a constant term applied to all the coefficients. This decision is made in order to convert the optimization problem to a
linear regression problem with a closed form solution.

Results for Methods 1, 2, and 3 are shown in Figure 81. These methods clearly do not result in good fits. By generating two
sets of coefficients, however, Method 4 results in a much better fit, and these results are shown in Figure 82. Based on these
results, Method 4 is chosen for all subsequent data fitting efforts. (Note: for subsonic aircraft, Method 4 is just the original
BADA4 formulation.)

Given the results of Method 4, an attempt to reduce the number of coefficients utilized to achieve a good regression fit is
examined. As shown in Figure 83, this attempt resulted in poorer fits (i.e., higher residuals) and therefore, all coefficients
are considered in subsequent data fitting efforts.

Aerodynamic Data Fitting Results

Clean Drag Data Fitting for Subsonic Aircraft

Drag datasets generated using FLOPS for the two EDS models, 150pax and the 210pax vehicles, are used for fitting. Values
or drag coefficients are solved for using a regression model that minimized the root mean square error (RMSE) between the
predicted BADA4 values and the actual EDS values. Results are shown in Figure 84 and Figure 85. The results show that a
good generalized fit for all altitudes simultaneously could not be achieved.

Non-clean Drag Data Fitting for Subsonic Aircraft

Unlike clean drag, non-clean drag fits are of good accuracy, since a separate fit is required for each flap setting. As shown
in Figure 86 and Figure 87, good accuracy polynomial fits are achieved for the drag polar data for multiple flap settings.
(Note: for the 210pax vehicle, fitting is limited to the convex portion of the drag polar.)

Clean Drag Data Fitting for SST Aircraft

Drag datasets for the Georgia Tech 55pax Medium SST are used for fitting considering two flight regimes. Results are shown
in Figure 88. Similar to the subsonic aircraft, no good generalized fit for all altitudes and Mach regimes could be achieved
for the SST aircraft.

Non-clean Drag Data Fitting for SST Aircraft
Similar to the non-clean drag fits of the subsonic aircraft, good accuracy is achieved for the non-clean drag fits of the SST
aircraft. Results are shown in Figure 89.




Figure 81. Actual versus Predicted and Residual vs. Predicted Plots for Methods 1, 2, and 3.



Figure 82. Actual versus Predicted and Residual vs. Predicted Plots for Method 4.

Figure 83. Actual versus Predicted and Residual versus Predicted Plots for Method 4 with Reduced Number of Coefficients.



Figure 84. Clean Drag Data Fitting Results for the 150pax Vehicle.

Figure 85. Clean Drag Data Fitting Results for the 210pax Vehicle.
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Figure 86. Non-clean Drag Data Fitting Results for the 150pax Vehicle.
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Figure 87. Non-clean Drag Data Fitting Results for the 210pax Vehicle.
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Figure 89. Non-clean Drag Data Fitting Results for the SST Aircraft.

Based on the aforementioned results, it is clear that the current BADA4 method and its alternate formulations fail to
accurately fit the clean drag data at the different flying regimes and cruising altitudes for both the subsonic and supersonic
aircraft. Alternatively, data fits for the non-clean drag data are very accurate since they follow the underlying physics of the
problem and are localized to specific control surface and gear settings. An attempt to locally fit clean drag data in a similar
manner is examined, and a second degree polynomial model seems to provide sufficiently accurate fits for specific altitude
and cruise Mach combinations. Sample results for the supersonic aircraft are shown in Figure 90. Hence, within AEDT, it is
recommended to have such fits for a representative set of combinations and to implement in an interpolation procedure for
all other combinations.



Propulsion

BADAA4 Propulsion Objective

The main purpose of this study is to develop a regression approach to obtain coefficients idle, non-idle thrust, and fuel
consumption of the various engines with standard and non-standard day. The initial approach is to determine if the functional
form of BADA4 could represent the subsonic fleet and then apply a similar methodology to a supersonic aircraft if possible.

If BADA4 is not sufficient to model an SST, recommendations would be provided to the FAA on how to simulate the
performance within AEDT.

Summary of Proposed Methodology

To prepare a regression model, the original BADA4 equations are used as the starting point for modeling the Notional B737-
800 CFM56-7B and notional B767-300 GT-CF6-80C2B5F thrust and fuel consumption. Engine decks of these aircraft are
extracted from EDS (NPSS engine model). To solve for the relevant coefficients, Excel Solver GRG (Generalized Reduced
Gradient) Nonlinear Solving function is used. At best, the GRG Solving method alone can find a locally optimal solution to a
reasonably well-scaled, non-convex model. After extracting the engine decks, data is divided according to rating structure
such as MTKF (Max takeoff) < Mach 0.4 and MCMB (Max Climb) > Mach 0.4. A solver tool is created by leveraging the Excel

Solver GRG Nonlinear Solving function to fit various BADA4 ratings for subsonic fuel flow and thrust. Then, error is compared
between fit and engine deck data.
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Figure 90. Polynomial Fits for Clean Drag Data for Individual Altitude and Cruise Mach Combinations.

Tool Introduction

To observe the model’s limitations, relative error and sum squares of the relative error are calculated, and Excel Solver
function is used to minimize the error between fit and engine data. Detailed methodologies for each regression are

summarized via flow chart diagrams, and an example is depicted in Figure 91.



Figure 91. Excel Tool Introduction.

Process Flow for the Regressions
Within this section, engine thrust and fuel consumption models are studied. Models can be itemized as following:
1) Idle thrust
2) Non-idle thrust
3) Idle fuel consumption
4) Non-idle fuel consumption

Initially, the BADA4 equations are used without modifications to predict notional B737 and B747 aircraft engine thrust and
fuel consumption. The BADA4 model provides three separate thrust models as part of the Propulsive Forces Model (PFM),
depending on the type of engine:

e turbofan: TurboFan Model (TFM)

e turboprop: TurboProp Model (TPM)

e piston: Piston Engine Model (PEM)

Each model includes the contribution from all engines and provides the thrust as a function of airspeed, throttle setting, and
atmospheric conditions. The general formulation of the thrust force, Th [N], is:

Th = 6. WyerCof (n) = g(n) + h(n) (30)
Where:
é is the pressure ratio [—]
Myfis the refrence mass[kg], from the PFM
W,cris the weight force at my.¢[N]
Cr is the thrust coef ficient [—]

Due to selected notional aircraft, the turbofan model will be leveraged for this study. A turbofan engine may be operated
either by direct control of the throttle or through the use of predefined settings called ratings. The following ratings are
modelled for turbofan engines: low idle thrust (LIDL), maximum climb thrust (MCMB), maximum cruise thrust (MCRZ) and
maximum takeoff thrust (MTKF). The MCMB, MCRZ, and MTKF ratings have their own respective set of coefficients but share
the same formulas, whereas the LIDL rating is modelled by different formulas, as detailed in the following subsections.



ldle Rating Thrust

The idle rating model for the turbofan engine model directly provides the thrust coefficient C; as a function of the Mach
number and the atmospheric conditions. Mach, Altitude, and Thrust data are extracted from engine deck, which is an output
of NPSS. Related data is selected by filtering the power code equal to 20 for idle rating. Weight assumption is made based
on the selected notional aircraft. Then, thrust is calculated by using NPSS data output with Eq. (31). Twelve random equations
are assigned to calculate C;:

Cr = tiy 6™ + tiy + tig + tiyg6% + (LisS™L + tig + ti, 8 + tigh?)M + (tigd™ 1 + tiyy + ti,6 + tiy,62)M? (31

C; also can be calculated by Eq. (27) since §, weight, and thrust are known from the engine deck. Therefore, coefficients can
be generated by using Excel Solver since the thrust coefficient is known. Coefficients (ti) are iterated by the solver to minimize
the sum of squares of the relative error between calculated and predicted C;. This process is described in Figure 92.

Figure 92. Idle Thrust Prediction Flow Chart.

Results using the original BADA4 equations are shown in Figure 93. The areas highlighted with black circles show that BADA4
equations result in +/- 6% error. The highest error is observed near the border between the MCMB/MTKEF ratings.

To reduce the initial error, the engine deck and fits are split into low versus high Mach number, as shown in Figure 94.
Splitting the fits at the Mach = 0.4 line does help the fits in that area. Furthermore, to reduce the error, total pressure is used
in the C; equation instead of static pressure. Results with total pressure are shown in Figure 95.

Using total pressure instead of static pressure does improve the high-altitude fits. A fourth order term is added to the BADA4
equations to obtain better results. Results are plotted for second order terms, fourth order terms, and total and static
properties in Figure 96.

Non-idle Thrust Ratings (MCMB, MCRZ, MTKF)

The generalized thrust form for the turbofan engine model provides C; as a function of the Mach number M and the throttle
parameter 6;. C; is calculated as a fifth order polynomial of &: with coefficients that are fifth order polynomials of M:

81 = (Cractuar — &1 + oM + asM? + a,M3 + asM* + asM®)/(a; + agM + agM? + a; (M3 + a;M* + a,,M5) (32)



Figure 93. Results Using BADA4 Equations.

Figure 94. Splitting the Fits by Low versus High Mach.



Figure 95: Total Pressure versus Static Pressure Comparison for Notional B737-800.

Figure 96. Notional B767 Idle Thrust Error (%).

As shown in Figure 97, PC = 50 represents the maximum thrust. To apply the rating appropriately, two sets of coefficient
fits are used for Mach < 0.4 (MKTF) and Mach > 0.4 (MCMB). To extract Mach, Altitude, Thrust, and temperature data, the
NPSS output engine deck is leveraged. This model takes up to 12 a, coefficients to calculate C;. The above equation shows
the complete case containing all a; coefficients. However, the number of coefficients is not fixed and depends on the quantity
and quality of the reference data with which the coefficients are identified, together with the modeler preferences. According
to the BADA4 manual, for many occasions this results in simpler expressions where some a; coefficients are deactivated.

A rating model is provided to determine the throttle position and this rating model is made available for several different
ratings, namely:

e maximum cruise (MCRZ)

¢ maximum climb (MCMB)

e maximum takeoff (MTKF)



Turbofan engines behave differently whether they are operated at a temperature deviation below or above a threshold
temperature deviation called the kink point, which defines two operation areas:

e The flat-rated area

e The temperature-rated area

When the atmospheric conditions result in a temperature deviation inferior to the kink point, the turbofan operates in the
flat-rated area, in which the engine behavior is limited by the internal pressure. When the temperature deviation exceeds the
kink point, the amount of fuel being injected into the combustion chamber must be reduced to control the turbine entry
temperature; the turbofan then operates in the temperature-rated area.

The two areas are thus inherently different and as such are modeled by two independent functions, each with its respective
coefficients:

Orfiar When AT < ATy
Ttemp When AT > ATy
Where:
61 is the throttle parameter [-]
6, flat is the throttle parameter in the flat-rated area
61, temp is the throttle parameter in the temperature-rated area [-]
AT is the kink point [K], from the turbofan model

Flat-rated Area
The rating model for the turbofan engine in the flat-rated area provides the throttle parameter &:4.as a function of the Mach
number and the atmospheric conditions:

8r1at = by + boM + bsM?* + byM3 + bsM* + byM> + (b, + bg + bgM? + byoM? + by;M* + b, M®)8
+ (by3 + byaM + by M? + b M3 + by, M* + by gM5)6? (34)
+ (byg + byoM + by M? + by, M3 + bysM* + by, M5)53
+ (bys + bygM + byyM? + bygM® + bygM* + by M5)6*f(n) = g(n) + h(n)
Where:

5 is the pressure ratio [-]

M is the Mach number [-]

b, to bs; are flat-rated area throttle coefficients [-], from the TFM

Temperature -rated area:
The rating model for the turbofan engine in the temperature-rated area provides the throttle parameter .., as a function
of the Mach number and the atmospheric conditions:

Srtemp = €1+ oM + c3M? 4+ M3 + csM* + (¢; + cg + coM? + ¢;oM3 + ¢;;M*)6
+ (€13 + C1aM + c1sM? + ;M3 + 1o M*)0?% + (C1g + oM + 3y M? + ¢, M3 + c,3M*)63 (35)
+ (€35 + C36M + c37M? + c3gM3 + c30M*)6*
Where:

M is the Mach number [-]

¢, to ¢y are temperature-rated area throttle coefficients [-], from the TFM

0 is the total temperature ratio

Coefficients (a; b, ¢) are iterated by solver to minimize the sum of squares of the relative error between calculated

and predicted Crand 6§+



can be observed from Figure 98.

Figure 97. Non-ldle Thrust Flow Chart.

Basic BADA4 equations work relatively well (+/- 5%) except at a few outlier points. MTKF has lower error than MCMB, which

Figure 98. Non-Idle Thrust for Notional B737-800.
Similar results were replicated for the notional B767 engine deck as shown in Figure 99.



Figure 99. Non-Idle Thrust Results for Notional B767.

The approach described here only uses the first 12 terms of the regression model for the thrust as shown below:
Cr = —a; + a,M + a3M2 + a4M3 + a5M4 + a5M5 +
(a; + agM + agM? + a;oM® + a; M* + a;,M®) 67 +
(a13 + a M + a15M2 + alGM3 + a17M4 + alBMS)S% +
(A19 + AyoM + Ay M? + ay, M3 + aysM* + ay,M>)53 +

This may improve fits by a few percent, but Georgia Tech could not figure out an appropriate numerical scheme for
performing the fits with higher order terms. We recommend attempting to use at least the quadratic term in the rating
parameter in this equation to improve error if needed

Fuel Consumption
The purpose of this section is to explain turbofan fuel consumption model for both idle and non-idle ratings. Each model
includes the contribution from all engines and provides the fuel consumption as a function of airspeed, throttle parameter,
and atmospheric conditions. The general formulation of the fuel consumption, F [kg/s], is:
TFA.60™'  during taxi (if TFA is defined)
B { 8.0%° Wyep.aq.Lyy. Ce - otherwise (36)

Where:

TFA is the taxi fuel allowance [kg/min], from the PFM

6 is the pressure ratio [-]

0 is the temperature ratio [-]

M, is the reference mass [kgl, from the PFM

W, is the weight force at m,¢ [N],

Q, is the speed of sound at MSL in standard atmosphere [m/s],

LHV is the fuel lower heating value [m,/s.], from the PFM

C: is the fuel coefficient [-].

This section provides the formulas to compute the fuel coefficient used, depending on the engine rating. The fuel coefficient
C: is determined by:



{ CF,idle
maX(CF,genv CF,idle)
Where:

CF,idle is the idle fuel coefficient [-],

when idle rating is used

when a non — idle rating or no rating is used
CF,gen is the general fuel coefficient [-]
Idle Rating

(37)
number and the atmospheric conditions:

The idle rating model for the turbofan engine model directly provides the idle fuel coefficient C; 4. as a function of the Mach
Crigte = fir + fi20 + fi36% + (fiy + fis6 + fis6?) + (firg + fi110 + fi1262)M® + (fiyz + fir46 + fiz562)M*

(38)

Figure 100. Idle Rating Fuel Consumption Model Generation Process Chart.

Figure 100 shows the process by which the coefficients are iterated by the solver to minimize the sum square of relative
observe error %, which is shown in Figure 101.

error between calculated and predicted C; Before recommending any new equation forms, BADA4 equations are used to
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Figure 101. Idle Rating Fuel Consumption Error for Notional B737-800.

Basic BADA4 equations do work well except at very low Mach. Therefore, the Georgia Tech team decided to split the engine
deck by rating for M = 0.4 to see if this would help, shown in Figure 102.

Figure 102. Idle Rating Fuel Consumption Error for Notional B737-800 with Divided Engine Deck.

Splitting the data by Mach does not help to reduce the idle rating fuel consumption error for the notional B737-800.



The following new idle fuel flow equation is recommended:

Figure 103. Fuel Flow versus Mach Trend Observation.

(39)

Figure 104. Error % with Recommended Equation for Notional B737-800.



Fourth order Mach fit helps at low speed because the data is a bit more non-linear in that regime, which can be seen in Figure
103 and Figure 104. The notional B767 exhibits the same trend as shown in Figure 105 and Figure 106.
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Figure 105. Fuel Flow Trend for Notional B767.

Figure 106. Results Comparison with fourth Order and BADA AS IS Equations for Notional B767.

Non-idle Fuel Consumption

The generalized fuel form for the turbofan engine model provides the general fuel coefficient C;4.as a function of the Mach
number M and the thrust coefficient C:. Ci...is calculated as a fourth order polynomial of M with coefficients that are fourth
order polynomials of C;. The team started to use the BADA4 equation as follows:

fr+ f2Cr + f5CF + faCF + [fsCrt(fo + f7Cr + foCF + foCF + froCHM+(fia + fiaCr + f13CF + f1aCF 40)
+ fisCOM*+(fis + fi7Cr + fieCF + f1oCF + faoCOM+(fo1 + f22Cr + f23CF + f24CF + fosCHM?



To predict non-idle rating fuel consumption, the following process shown in Figure 107 is applied.

Figure 107. Non-idle Rating Fuel Consumption Model Generation Process Chart.

A new model is introduced with total properties to reduce the relative error % and coefficients iterated by the solver to
minimize the sum of the squares of relative error between calculated and predicted C: Using total properties enhanced the
current BADA4 model. However, the MCMB error rate % is still high (6 %).

The following steps are applied to enhance the BADA4 original equation:
1) Started with original BADA4 equation.
2) Split the engine deck MCMB and MTKF (@Mach 0.4 per engine rating).
3) Total and static properties are compared with original BADA4 equation, which is shown in Figure 108.
4) Regarding the initial results of BADA4 model as is, the team decided to check the engine deck’s source data.
5) Only to check the data and instead of using the BADA4 model, another model (artificial neural net) is randomly
selected (see Figure 109).

The data does not necessarily preclude a good model, but the team observed issues with functional forms in BADA4. Given
these initial results of the BADA4 model, the Georgia Tech team decided to try a new model as shown in Figure 110. Higher
order terms with ambient conditions were added to enhance the current BADA4 model. The new fit works a good bit better,
with the error range within +1% as shown in Figure 111. Figure 112 shows that the maximum climb rated fuel flow
consumption of the notional B767 also has better results with the new model.



Figure 108: Non-Idle Fuel Consumption for Notional B737.

Figure 109. Engine Deck (Data Source) Evaluation with Artificial Neural Network Analysis.



Figure 110: Recommended Equation and BADA4 As |Is Comparison.

Figure 111. Notional B737 Results comparison for Three Different Equations.



Figure 112. Notional B767 Results comparison for Three Different Equations.
Summary of the Propulsion Coefficient Generation Results:

Error comparison charts are created to determine the difference between BADA4 as is equations and recommended models
to reduce the errors. In general, the functional form did not represent the actual behavior of thrust nor fuel flow for the two
subsonic aircraft of interest. As a result, a set of modifications to each of the propulsion equations are recommended and

provided in Table 39. For SST regressions, even larger errors are observed. As a result, new functional forms of the thrust
and fuel flow equations will be developed in subsequent research.

Table 39. BADA4 Propulsion Regression Models’ Results & Recommendations.



Task 6 - Coordination
Georgia Institute of Technology and Purdue University

Objective

This Task's objective is to maintain awareness and to coordinate among the different telecons in supporting the various
elements supporting the CAEP supersonic exploratory study. It is envisioned that there could be a minimum of six different
telecons occurring from week to week.

This Task will also coordinate with ASCENT Project 47 led by MIT on the clean-sheet supersonic engine design. The Georgia
Tech/ASDL team will serve as the airframer providing requirements to the engine manufacturer. In this case, the MIT team
will serve as the engine manufacturing. Georgia Tech/ASDL will generate requirements in terms of thrust and thrust specific
fuel consumption (TSFC) at critical points in the mission. Since the application is a supersonic aircraft, engine maximum
diameter and weight are also potential constraint requirements. In addition to providing design requirements and
constraints, Georgia Ttech/ASDL will also evaluate the performance of the engine on the aircraft and provide feedback to the
MIT team.

This Task's objective is also to ensure that the Purdue team maintains the ability to incorporate other SST vehicle models in
FLEET.

Research Approach (Georgia Tech)

The team attended in person or, once travel became restricted, eleven CAEP related meetings of Working Group 1 (Noise),
Working Group 3 (Emissions), and MDG/FESG meetings. This included up to six telecons per week depending on schedule
and needs. The team authored and presented eight papers to these meetings and contributed additional presentations and
technical data in support of the CAEP supersonic exploratory study and related progress reports.

The Georgia Tech modeling team has been in communications with the ASCENT Project 47 MIT researchers in regard to
results of the Medium SST. At the time of this report, the ASCENT Project 47 researchers have provided an extensive list of
requested information shown below, and the Georgia Tech modeling team is currently compiling the information for
transmission using the GT Medium v11.4 closed vehicle.
e General aircraft properties
o Number of engines
o Wing Area
o Wing inclination angle with the horizontal
o Thrust inclination angle with the horizontal
o Maximum take-off weight (MTOW)
e Overall mission analysis
o Design mission design
o Total fuel wing capacity
o Drag polar for clean configuration
o Detailed mission segment performance
e Airframe constraint on engine size
Takeoff and landing trajectories
o Low speed (M < 0.35) aerodynamic properties of the full aircraft
e Noise footprint analysis
o Airframe flap area
Horizontal tail area
Vertical tail area
Wing area
Flap span
Horizontal tail span
Vertical tail span
Wingspan
Tire diameter main landing gear
Tire diameter nose landing gear
Main landing gear strut length

O O O OO OO0 O0OO0oOOo



Nose landing gear strut length

Number of wheels per main landing gear

Number of wheels on nose landing gear

Number of main landing gear

Number of nose landing gear

Number of slots for trailing edge flaps

Flap setting [degrees deflected]

Coordinates of the wing planform relative to the engine (i.e., top view of the aircraft)

O O O O O O O O

Research Approach (Purdue)

Coordinate with CAEP MDG/FESG

The Purdue team provided relevant data to the entities involved in CAEP MDG/FESG (particularly the demand task group) as
outlined in the Purdue efforts under Task 4.

Incorporating Supersonic Aircraft from Other Partners in FLEET

The Purdue team used FLOPS to generate relevant aircraft coefficients for the 55-seat A10 notional medium supersonic
aircraft developed by our colleagues at Georgia Tech in FLEET. The supersonic aircraft were essentially “flown” on the
supersonic flight path ground tracks (also generated by the team at Georgia Tech) using FLOPS. To do so, the team wrote a
wrapper code to “force” FLOPS to fly the supersonic aircraft on the supersonic flight path ground tracks. The wrapper code
employed an optimizer with an objective function of minimizing the sum of the squares of the differences in the supersonic
and subsonic distance flown by the supersonic aircraft on a given route in FLOPS and the flight path ground tracks data
provided by Georgia Tech. There were some routes for which the supersonic aircraft ground tracks flown in FLOPS could not
exactly match the required supersonic flight path ground tracks, but the difference in ground tracks were still not significant
enough to project any major discrepancies in terms of the block fuel and the block time for those handful routes. This
optimization-based approach to generate the aircraft performance coefficients required for implementation in FLEET enables
the Purdue team to incorporate any “type” of supersonic aircraft in FLEET from any of our partners (provided that the
supersonic aircraft models are provided to us in FLOPS).

Publications

Jain, S., Ogunsina, K. E., Chao, H., Crossley, W. A., and Delaurentis, D. A., Predicting Routes for, Number of Operations of,
and Fleet-level Impacts of Future Commercial Supersonic Aircraft on Routes Touching the United States, 2020.
https://doi.org/10.2514/6.2020-2878, URL https://arc.aiaa.org/doi/abs/10.2514/6.2020-2878.

Mohammed Hassan, Holger Pfaender and Dimitri Mavris, “Design Tools for Conceptual Analysis of Future Commercial
Supersonic Aircraft”, AIAA Aviation 2020 Forum, AIAA 2020-2620, June 2020

Submitted conference proceedings

Jain, S., Mane, M., Crossley, W. A., & DelLaurentis, D. A. Investigating How Commercial Supersonic Aircraft Operations Might
Impact Subsonic Operations and Total CO, Emissions. Abstract submitted to AIAA Aviation Forum for presentation
in June 2021

Mane M., Jain, S., Crossley, W. A. Estimating Market Size for Supersonic Passenger Transport Aircraft. Abstract submitted to
AIAA Aviation Forum for presentation in June 2021

Outreach Efforts
Multiple interactions with government, industry, and academia have occurred during the course of the project.

ASCENT 10: Aircraft Technology Modeling and Assessment, poster presentation to ASCENT Spring Advisory Committee
Meeting, Georgia Tech, Virtual, March 2020.

ASCENT 10: Aircraft Technology Modeling and Assessment, oral presentation to ASCENT Fall Advisory Committee Meeting,
Georgia Tech, Virtual, September 2020.

Awards
None

Student Involvement
The Georgia Tech student team consists of seven graduate research assistants (GRA). At the beginning of the project, all
seven GRAs engaged in determining supersonic configurations for both the business jet and medium SST, and then the team




was divided into geometry, aerodynamics, propulsion, weights, noise, mission analysis, and fleet assessment, with each
student taking on multiple topics. GRA leads are identified for each topic. Ms. Barbara Sampaio and Mr. Brennan Stewart are
the student leads for aerodynamics; Mr. Edan Baltman is the student lead for propulsion; Mr. Brennan Stewart is the student
lead for geometry; Mr. Joao De Azevedo is the student lead for noise; Mr. Colby Weit is the student lead for mission analysis;
and Mr. Nadir Qugazzaden is the student lead for fleet assessment.

The Purdue team included four graduate students over the one-year period, all of whom have been conducting tasks in
support of the effort. Samarth Jain is a continuing PhD student at Purdue and worked on the effort for the entire period.
Kolawole Ogunsina and Hsun Chao are PhD students; both of these students moved to other research projects during the
period covered by this report; Mr. Chao still supports the ASCENT 10 effort in an advisory capability. Suzanne Swaine, a PhD
student, joined the Purdue team in August of 2020.

Plans for Next Period

Georgia Tech

The Georgia Tech team investigated routes that would be capable of carrying enough demand to fill a 50- to 60-seat
supersonic aircraft with significant time advantages. It was also demonstrated that an estimate of vehicle demand can be
converted to equivalent passenger traffic in GREAT.

The next phase in fleet level analysis will focus on identifying and predicting significant drivers of commercial supersonic
travel demand. Using scenarios from prior ASCENT Project 10 work, Georgia Tech will build on the prior work of identifying
the key drivers of supersonic demand. Georgia Tech will work with Purdue to coordinate the final scenario assumptions. This
information together with the vehicle performance and characteristics will be used to estimate the fleet level impact of
supersonic travel.

In order to better understand the potential demand for supersonic air travel, the team developed a parametric airline
operating cost model in order to be able to explore the sensitivities of key vehicle, operational, and cost parameters on the
required yield an airline would have to target for ticket prices on such a potential new supersonic aircraft. This development
was followed by an SST routing tool that allows the computation of actually possible potential time savings for any potential
SST based on key performance characteristics. These combined models are then fed into a potential SST demand model that
is based on passenger income distributions.

The team envisions improvements to all three models in various ways. The operating cost model will be improved by using
improved vehicle characteristics and performance as they become available. The routing tool will be improved by including
significant air space exclusions, as well as improving the selection of fuel stop airports for routes that exceed the vehicle
range. Additional improvements include accommodating potential for Mach cutoff operations as well as including vehicle
kinematics and secondary boom avoidance. The potential SST demand model will be improved by including a larger variety
of and improved income distributions compared to the current simplified data being used.

Georgia Tech will then use the GREAT fleet prediction tool to perform an assessment of the impact of supersonic aircraft
using the scenarios from prior ASCENT 10 work and use the supersonic demand scenarios to estimate the fleet level impact
of supersonic travel. This includes emissions, such as water vapor and NOx, at cruise altitude and emissions around the
airports. The results for each scenario will then be formatted to be compatible with the APMT input format. This will be
coordinated with the APMT users and developers. Additionally, any updated vehicle models, new vehicle models, or new
information that should become available will be used to re-examine the fleet level impacts of supersonic aircraft.

Purdue

The Purdue team successfully demonstrated FLEET’s capabilities for modeling and analyzing the introduction of commercial
supersonic aircraft to an existing all-subsonic airline fleet model. This demonstration has shown that FLEET is capable of
predicting the potential routes for profitable supersonic service, along with predicting the number of supersonic and
subsonic aircraft operations, number of roundtrips, and the number of passengers carried on such routes. The Purdue team
also successfully updated its route network to use a dynamic route network until 2018 that follows how U.S. flag carrier
airlines updated their route networks as reported in the BTS data, followed by a static network from year 2019 and onwards.

The preliminary results from FLEET by using the placeholder supersonic aircraft model indicate an increase in the fleet-level
total fuel burn for the subsonic-only fleet mix compared with a mix including supersonic aircraft along with subsonic aircraft.
In the fleet-mix scheme in which supersonic aircraft become available, the future total fuel burn exceeds that predicted for



the subsonic-only fleet by an amount larger than would be expected for the number of supersonic aircraft operated by the
airline. When the allocation approach first satisfies passenger demand for business class and above with supersonic aircraft
and subsequently satisfies remaining demand with the subsonic fleet, the results indicate a different use, retirement, and
acquisition of the subsonic fleet from that predicted in the subsonic-only fleet mix scheme. These changes lead to the
increased fleet-level fuel burn trend observed in the preliminary results. These results are based on the detailed A10 notional
medium SST aircraft.

Future work (elucidated in detail in the fourth-year proposal for the current supersonic effort) will include extending FLEET’s
airline network to a global network (moving away from the U.S.-flag-carrier-airlines-only route network currently implemented
in FLEET). The team will also study the impact of increasing the load factor for subsonic aircraft in FLEET that operate on
routes where supersonic aircraft also operate (to compensate for the shifting of subsonic business class and above
passengers to supersonic aircraft based on supersonic demand).

The Purdue team plans to develop a passenger choice model that can replace the supersonic passenger demand assumption
of 5% of the total passenger demand. The current idea for this model will combine both the value of travel time to help
monetize time savings, which will be a major contributor, and a relationship between trip duration and volume per passenger
to help address considerations of comfort, which will be a minor contributor.

The preliminary results presented in this report are based on the allocation approach, which satisfies travel demand first by
using supersonic aircraft and next by using subsonic aircraft. In the near term, the Purdue team intends to replace this
“supersonic-first” allocation approach with a “simultaneous” allocation approach wherein the supersonic and subsonic aircraft
are allocated together on the basis of supersonic and subsonic passenger demand.

Future work will also include developing a FLEET-like tool for supersonic business jet operations and assessing the fleet-level
advantage of having different types and sizes of supersonic aircraft, defined by certain operational specifications (e.g., Mach
cutoff over land) and passenger capacity (e.g., 100-seat supersonic aircraft), available to the FLEET airline.

Table 40 shows the expected objectives and contributions developed among Georgia Tech, Purdue, and FAA. It shows the
expected contributions by task and university. This table highlights the plans for the next research period for Georgia Tech.
Full details on these plans can be found in the third-year proposal submitted earlier in the summer.

Table 41 shows the anticipated list of Milestones for the Georgia Tech portion.

Table 42 highlights the plans for the next research period for Purdue. Full details on these plans can be found in the second-
year proposal submitted earlier in the summer.



Objectives

Table 40. University Contributions for Year 4.

Georgia Tech

1 Fleet Analysis
2 AEDT Vehicle
Definition

Support CAEP

3 Efforts
BADA4

5 Coefficient
Generation

6 Coordination

Improve airline cost model
Improve SST routing tool
Improve SST demand estimation

Develop assumptions for supersonic scenarios
relative to 12 previously developed subsonic
focused fleet scenarios

Perform fleet analysis with the gradual
introduction of SST vehicles into the fleet
including additional SST vehicle types

Develop methods to model supersonic flights
in AEDT

FASST vehicle modeling:
develop additional SST class for 100
passengers

Develop AEDT coefficient generation algorithm
for BADA3 supersonic coefficient

Perform trade studies to support CAEP
Exploratory Study

Develop, implement, and test BADA4
coefficient generation algorithms

Identify gaps and needs for BADA4 coefficient
generation for SST

Coordinate with entities involved in CAEP
Supersonic Exploratory Study

Coordinate with clean-sheet supersonic engine
design project

Extend FLEET airline network to global
network, introduce passenger choice for
supersonic / subsonic demand, and
implement simultaneous allocation model

Perform fleet-level assessments for supersonic
scenarios relative to 12 previously developed
subsonic focused fleet scenarios

Perform fleet-level including additional SST
vehicle types, simple sizing of “placeholder”
SST aircraft to support FLEET studies, integrate
detailed SST aircraft models from Georgia
Tech in FLEET

Develop FLEET-like tool for supersonic
business jet operations

N/A

Provide representative supersonic demand
scenarios

Examine change in routes where supersonic
aircraft might operate based upon different
aircraft types and sizes

Model impact of supersonic aircraft noise at
airports and other emission metrics as
requested

N/A

Coordinate with entities involved in CAEP
MDG/FESG, particularly the SST demand task
group

Maintain ability to incorporate SST vehicle
models that use the engine design from
ASCENT Project 47 and/or NASA-developed
SST models

Table 41. List of anticipated milestones for the next research period (Georgia Tech).

Milestone

Fleet Assumptions and Demand Analysis Results
Fleet Analysis Results

Initial AEDT BADA4 SST Model Recommendations
Refined AEDT BADA SST Model Recommendations
75-Passenger SST Vehicle Definition (Data Pack)
25-Passenger SST Vehicle Definition (Data Pack)
Trade Study Results

Planned Due Date |
31 July 2021

31 July 2021

31 December 2020

31 July 2021

28 February 2021

31 July 2021

31 July 2021



Table 42. List of anticipated milestones for the next research period (Purdue).

‘ Milestone Planned Due Date

e Extend the FLEET route network to include global routes
Develop and test passenger choice model based on the “effective cost”
metric 01/2021
e Develop type 2 and type 3 “textbook” models for 55-seat, 10-seat, and 100-
seat supersonic aircraft

e Provide updated supersonic demand scenario information based upon
updated baseline year and network topology

e Integrate type 1, type 2, and type 3 supersonic aircraft models for different 04/2021
seat capacities in FLEET

e Employ aircraft representations from Georgia Tech teammates into FLEET
and provide FLEET results with these models

Implement simultaneous allocation model
Identify airport / certification noise metrics for all aircraft—including 06/2021
supersonic—and implement airport noise area constraint approach in FLEET

e Develop a separate FLEET-like tool to assess business jet operations and 07/2021
their subsequent impacts on fleet allocation

e Coordinate with colleagues at Georgia Tech to provide a project report
summarizing this fourth phase of work studying the introduction of 08/2021
supersonic aircraft
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Project Overview

The long-term goal of this line of research is to derive exposure-response relationships for aircraft noise-induced sleep
disturbance that are representative of the exposed U.S. population. Studies will have to investigate samples around
multiple airports; therefore, it will not be possible to use polysomnography [i.e., simultaneous recording of the
electroencephalogram (EEG), electromyogram, and electrooculogram] to monitor sleep because this would require trained
personnel at the measurement site in the evening and morning, which would be too costly. An alternative method of using



a single-channel electrocardiogram (ECG) and actigraphy to monitor sleep has been examined. This would allow investigation
of a greater number of subject samples at lower cost because individuals can be taught how to apply the electrodes
themselves. Also, in contrast to polysomnography, awakenings can be identified automatically. Awakenings are defined as
brain activations (so-called EEG arousals) that last 15 s or longer. As part of previous research, we refined an algorithm for
identifying EEG arousals (Basner et al., 2007) based on increases in heart rate to identify only those arousals =15 s in
duration, which is the most agreed upon indicator of noise-induced sleep disturbance. High agreement was obtained
between arousals scored visually from the EEG and those identified using the refined ECG-based algorithm. The method of
using ECG and actigraphy to monitor sleep has been implemented in two pilot field studies to evaluate the quality of data
that can be obtained for unattended physiological and noise measurements. Based on lessons learned, the study protocol
is being refined to inform the design and cost of a potential multi-airport study on the effects of noise on sleep.

Task 1 - Pilot Study on Aircraft Noise and Sleep Disturbance Around
Atlanta Airport

Objective(s)

Aircraft noise can disturb sleep and impair recuperation. Research is needed to develop exposure-response relationships
that are representative of noise-exposed communities around multiple airports and that can be used to inform noise
mitigation policy in the United States. To achieve this goal, we will conduct a field study around airports throughout the
U.S. in which we will measure both aircraft noise exposure in the bedroom and physiologic response to this noise during
sleep. In order for this National Sleep Study (NSS) to be feasible, which is anticipated to involve scores of airports and
several hundred participants, an inexpensive yet sound study methodology is needed. In an earlier pilot study around
Philadelphia International Airport (PHL) we demonstrated that electrocardiograph (ECG) electrodes and actigraphs
measuring body movements could easily and non-invasively be applied to the torso by study participants themselves. This
greatly reduces the methodological study cost compared to fully attended studies. In a second pilot study, which forms the
basis of this report, the methodology of using ECG and actigraphy to monitor sleep was implemented around Atlanta
Hartsfield-Jackson International Airport (ATL). The primary objective of this study was to continue improving study
methodology, in particular evaluating the quality and quantity of data that could be obtained when recruiting participants
by postal questionnaire, shipping them the physiological and noise measurement equipment, and the unattended setup of
the equipment and recording of data by the participants themselves, in preparation for the larger-scale NSS. A secondary
objective of the study was to compare objective and subjective measures of sleep and health between groups exposed to
different levels of nocturnal aircraft noise.

Research Approach

l. Summary

We mailed 4080 questionnaires containing items on sleep, health and noise disturbance to residences around ATL that
were exposed to at least 35 dB Lyg. aircraft noise. A number of different mailing strategies were adopted to maximize
response rates. Prepaid cash incentives and sending follow-up reminder and survey waves were an effective method of
improving response rates.

Completed questionnaires were received from 407 respondents, who were broadly representative of their geographical
region. Among these respondents, calculated outdoor nighttime air traffic noise was significantly associated with self-
reports of worse overall sleep quality, trouble falling asleep within 30 minutes, annoyance, and sleep disturbance.
Residents in areas exposed to higher levels of aircraft noise coped by closing the windows at night.

From among the questionnaire respondents, 37 participants were initially recruited into the field study, with 34
participants completing five nights of unattended sleep measurements and 3 recruits dropping out before the study
began. Data of sufficient quality and quantity to investigate the effects of aircraft noise on sleep were obtained, despite
some data loss in the field study due to technical issues with the equipment and non-compliance among the participants.
The technical issues were the main cause of data loss however, and non-compliance was low, with both physiologic and
acoustic data collected by the participants in 87.6% of all study nights.



Concerning the primary objective of the study, evaluation of the feasibility of the study methodology, we demonstrated
both the feasibility of recruiting field study participants by postal questionnaire in a larger, more nationally representative
sample for future studies around multiple airports, and the feasibility of mailing equipment to participants to obtain
unattended physiologic and acoustic measurement data.

Regarding the secondary objective of the study, investigating noise-induced effects on physiologic and self-reported sleep,
a number of statistically significant outcomes were found, including associations between aircraft noise and physiologic
and recalled awakenings. However, these findings are from a sample population of limited size, living close to a single
airport. The findings of physiologic and self-reported effects of aircraft noise on sleep may not be representative of
response among a demographically diverse national study population exposed to different patterns of nocturnal aircraft
noise. A larger-scale study among such a population should be performed in the future, and the approach used in the
present pilot study has been demonstrated to be feasible for this purpose.
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1l. Background and introduction

Humans spend approximately one third of their lives asleep, yet the core function or functions of sleep remains elusive.
Some of the proposed functions of sleep include clearance of neural waste products that build up in the central nervous
system during wakefulness, reducing cellular stress, synthesis of cellular components in preparation for the next period of
wakefulness, consolidation of memories and restoration of cognitive performance [1-5]. Whatever the core function of sleep,
it is critical for good physical and mental health, and chronic short sleep duration is associated with increased risk for obesity
in both adults and children, diabetes, hypertension, cardiovascular disease and all-cause mortality [6-10]. Nocturnal traffic
noise can impair physiologic and subjective sleep, by causing cortical awakenings and self-reported sleep disturbance [11].
With the most recent US sleep study dating back to 1996 [12], US research on the effects of aircraft noise on sleep, particularly
compared to the efforts of some European countries, has lagged over the past 20 years. During the intervening time, US air
traffic has changed significantly, with substantial increases in traffic volume over the past 30 years on one hand, and
significant reductions in noise levels of single aircraft on the other. Due to inter-cultural differences and different operational
procedures, results from studies performed outside the US may not translate directly to US domestic airports. Therefore, it
is important that field studies be conducted in the US to acquire current data on sleep disturbance relative to varying degrees
of noise exposure.

The long-term goal is to perform a National Sleep Study (NSS) throughout the U.S. to derive exposure-response
relationships for aircraft noise-induced sleep disturbance that are representative for the exposed US population. Since
airports differ in nocturnal traffic volume and pattern, it will be necessary to investigate several airports across the US that
are representative for all US airports with relevant nocturnal air traffic to achieve this goal. The pilot study presented in the
current report represents a preparatory step towards implementing the NSS. Prior to this point, we made significant progress
during our work within the FAA Centers of Excellence PARTNER and ASCENT to achieve this long-term goal (Table 1).

Table 1. Overview of previous accomplishments made as part of the PARTNER COE.

Funding
Result
Period
2010-11 Proposed an initial study design for a US field study on the effects of aircraft noise
on sleep.
2011-12 Refined the ECG-based algorithm for the automatic detection of cortical arousals to

better reflect EEG awakenings. This refinement was based on the 2011 NORAH' data.
Validated the refined ECG-based algorithm with the 2012 NORAH data. Wrote a
2012-13 MatLAB™ software interface that facilitates the automatic identification of EEG
awakenings based on a single channel ECG and body movements.
Completed preparation for a field study examining the effects of aircraft noise on
sleep around Philadelphia International Airport (PHL). GIS modeling of socio-
2013-14  demographic characteristics were completed to select the control area. Developed
study materials including recruitment flyers and questionnaires. New hardware was
purchased and coupled with software.
Completed a pilot field study on the effects of aircraft noise on sleep around PHL and
in a control area not exposed to aircraft noise.

2014-15

In 2010/2011, we proposed an initial study design for the NSS [13]. Models relating noise characteristics of single aircraft
events (e.g. maximum A-weighted sound pressure level, Lasma) and physiological reactions (e.g. awakenings) will be the
primary outcome of the NSS, which will have to investigate samples representative of exposed populations, and therefore
sample more subjects than similar studies that have been conducted in the past. The gold standard for measuring sleep is
polysomnography (PSG), which is the simultaneous measurement of the electroencephalogram (EEG), electrooculogram

' NORAH was a multi-disciplinary study on the effects of aircraft noise performed around FRA Frankfurt Airport (Frankfurt,
Germany).



(EOQG), and electromyogram (EMG). This method has been implemented in a few field studies on the effects of road, rail, or
aircraft noise on sleep [14-17]. However, PSG is methodologically expensive to implement. Trained staff are needed at
the measurement site in the evening and the morning to respectively apply and remove the electrodes. Trained sleep
technologists are needed to visually score sleep stages, which has both high intra- and inter-rater variability [18, 19].
Finally, the methodology is somewhat invasive and may itself influence sleep, especially during the first night(s) [20]. For
these reasons, it is not viable to implement PSG in studies of the planned scale; as of July 2019 the NSS is anticipated to
involved 400 field study participants living around 77 airports within the U.S. Based on the 2010/2011 results of PARTNER
Project 25B, it was proposed to use a combination of actigraphy (skeletal muscle movement) and electrocardiography
(heart rate) instead of PSG, which will allow a cost-effective and methodologically sound investigation of large subject
cohorts.

Awakenings are typically associated with arousals of the autonomic nervous system, which include increases in heart rate
and blood pressure. In prior publications, we were able to show the potential of an automatic ECG-based algorithm to
predict cortical arousals [21, 22]. During an earlier project , this algorithm was refined in order to only identify cortical
arousals that are 15 seconds or longer in duration [23], which is the indicator of noise-induced sleep disturbance most
commonly used [24].

In 2011/2012, the University of Pennsylvania (UPenn) and the German Aerospace Center (DLR) collaborated to develop
common methodological approaches to be used both in the NSS and in a DLR field study (called NORAH) [25-27]. The first
two waves of the NORAH study (summers of 2011 and 2012) used standard PSG to investigate 120 subjects living around
Frankfurt Airport (FRA) for 3 consecutive nights. In the third wave, 187 volunteers (including 39 who participated in all 3
waves) were investigated with the less methodologically expensive ECG-based method for the detection of awakenings
[28]. The advantage of replacing PSG with the less costly actigraphy and ECG-algorithm is that much larger and
representative subject populations can be investigated at an acceptable cost. However, the validity of the ECG-based
algorithm is crucial for the success of the NSS that will rely only on actigraphy and the ECG.

The ECG algorithm was originally programmed to detect cortical arousals (defined as activations lasting 3 s or longer)
rather than EEG awakenings (defined as cortical activations lasting 15 seconds or longer). In terms of noise effects
prediction and noise policy, EEG awakenings may be superior indicators of noise induced sleep disturbance than cortical
arousals [29]. Noise policy and noise indices based on awakening probability are already in use at the airports in
Leipzig/Halle, Zurich, and Frankfurt [30, 31]. A 2012 assessment of the effects of aircraft noise on sleep at Montreal airport
was also based on awakening probability [32].

In the 2011-2012 period, the ECG algorithm was thus refined to better reflect EEG awakenings (i.e., it was the goal to detect
cortical arousals 15 seconds or longer). However, with kappa=0.733, the agreement fell short of an a priori set goal of
kappa=0.80 which marks the beginning of "almost perfect" agreement [33].

In 2012-2013, the ECG algorithm was thus further refined. It now combines arousals that are scored based on the ECG and
actigraphically-determined body movements, and it is able to estimate sleep onset and offset based on heart rate and
movement activity alone. A comparison of kappa values based on the refined algorithm is shown in Figure 1.

The pre-defined threshold of kappa=0.80 was surpassed (0.86). As UPenn's algorithm outperformed DLR's algorithm, we
moved forward with Penn's algorithm only. We developed a MatLAB™ software interface that allows an easy analysis of ECG
and actigraphy data, and automatically outputs start and end times of automatically detected arousals.
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Figure 1. Chance corrected agreement (kappa) between visual (DLR, Penn) and automatic (DLR Alg, Penn Alg) arousal scorings is
shown for a consensus arousal scoring (left graph), for Penn visual scoring being the gold standard (middle graph), and for DLR
visual scoring being the gold standard (right graph). Kappa values indicated almost perfect (kappa>0.80) agreement between
both algorithms and the consensus scoring. Penn's algorithm significantly outperformed DLR's algorithm in all three
comparisons. Importantly, the agreement with the gold standard did not differ significantly between Penn's algorithm and both
of the two visual scorings (p>0.05). Arousals had to last 15 s or longer to better reflect traditionally defined EEG awakenings
[34].

In 2013-2015, we performed a pilot field study around Philadelphia International Airport (PHL) using the developed ECG and
actigraphy methodology, with measurements performed unattended in order to assess the feasibility of such an approach
in the NSS. In order to determine the airport for the study we examined flight operations for 4 months: from June 2012 to
September 2012, for PHL. Cumulative nighttime metrics (LNight) and single event metrics (LAS,max) were predicted using
the FAA’s Integrated Noise Model (INM). Although the number of people exposed to high noise levels (=55 dB LNight ) was
found to be low around the airport, due to the airports close proximity to UPenn and the number of night events (on
average 130 events between 11:00 PM and 7:00 AM), the decision was made to conduct this pilot study at PHL. To select a
control region where dwellings were not exposed to aircraft noise, GIS modeling of data from the American Community
Survey was performed on the census tract level. Eighty participants were recruited, 40 from a region with aircraft noise
exposure near the airport and 40 from a control region in Philadelphia County. Control region participants were comparable
to the exposed group of subjects in terms of sociodemographic characteristics and non-aircraft traffic exposure, but
without relevant amounts of nighttime air traffic. Each participant completed three consecutive nights of ECG and
actigraphy measurements with concomitant noise level measurements and sound recordings each night in their bedroom.
Additionally, participants completed brief questionnaires subjectively assessing their sleep each morning. All objective and
subjective measurements were performed unattended, with staff going to the participant’s home only on the first and last
day of the study to setup and collect the equipment, respectively. Overall, it was found that participants were able to follow
the study protocol well. For 93.4% of the nights, there were no missing periods of ECG data due to participants not wearing
the device or due to improper use of the device, electrodes, or cables. For 5.7% of the nights, partial ECG recordings were
obtained and for only 0.9% of nights no valid ECG data was recorded. For 89.4% of the nights, full sound recordings were
obtained. Data loss was due to either equipment problems or participants failing to turn on the sound recorder at night. All
questionnaires for the study were completed. The surveys were web-based which allowed staff members to verify
completion of the surveys in real time and contact participants if the study protocol was not being followed.



Single event awakening analysis based on random effect logistic regression was conducted to examine whether the indoor
noise level of single aircraft events (Lixm.) Was related to awakenings determined with the ECG and actigraphy. The
coefficient for L. was positive and statistically significant (i.e., higher noise levels were associated with increased
awakening probability). One limitation of the derived exposure-response relationship was the wide confidence interval due
to the small sample size and the comparatively low number of events per subject in this pilot study. The results of the PHL
study indicated that the protocol needed further refinement for a potential future multi-site US field study on the effects of
aircraft noise on sleep. While the target enrollment was met, the response rate was low, which restricts generalizability of
the findings.

In 2015-2017, we performed a follow-up pilot study, around Atlanta Hartsfield-Jackson International Airport (ATL), and
completed data analysis in 2019. The method and results of this study are presented in this report. The primary objective
of this current study was to evaluate the feasibility of the study methodology that could be implemented in the future NSS,
in particular the quantity and quality of data that could be obtained when recruiting participants by postal questionnaire,
shipping them the physiological and noise measurement equipment, and the setup of the equipment and recording of data
by the participants themselves, completely unattended. A secondary objective of the study was to compare objective and
subjective measures of sleep and health between groups exposed to different levels of nocturnal aircraft noise.



V. Study Methodology

A. Overview

The study was designed to assess the feasibility of obtaining in-home aircraft noise measurements and physiologic
measurements of awakening from sleep, without the need for trained staff on-site. Atlanta Hartsfield-Jackson International
Airport (ATL) was one of several US airports with relevant nocturnal air traffic, and chosen by the FAA as the study site for
this pilot study. Modelled nighttime noise exposure around ATL and census tract demographic data were used as the basis
for selecting the field study target population (section IV.C). Participants for the study were recruited by postal
questionnaires (section IV.D), with a number of different mailing strategies used in order to determine how to maximize
response rates (sections IV.E and V.A ). Prospective study participants received one of three recruitment surveys of different
length (section IV.D and Appendix 2). Field study eligibility (see section IV.E.2 for eligibility criteria) could be determined
with the long and medium versions of the survey. Participants had to be re-contacted to determine eligibility for the short
survey. Participants were then shipped equipment to measure aircraft noise and physiologic data during sleep (sections IV.B,
IV.F), which they set up themselves in their own bedrooms. After recording five nights of data (Monday night/Tuesday
morning through to Friday night/Saturday morning) and completing questionnaires each morning on subjective sleep
(sections IV.F.3 and V.D), participants mailed the equipment back. Data were then downloaded and analyzed using a suite
of software developed for the project in collaboration with investigators at DLR (section IV.G). Noise and ECG recordings
were used to determine noise-induced event-related awakening probabilities (section V.E), with particular attention given to
the efficacy of the methodology on providing usable data in the future NSS (section V.G).

The protocol of the pilot study was approved by the Institutional Review Board of the University of Pennsylvania (IRB
#823726). Participants in the field study provided informed, written consent prior to taking part in the study. All private
contact information for study participants was stored in a Redcap database, a secure web application designed to support
data capture for research studies. Web-based community surveys were implemented through Redcap’s secure system.
Participant responses to paper copies of the community survey were entered separately by two staff members into Redcap’s
online survey database. Any discrepancy between the two data entries were resolved in consensus. For participants
interested in participating in the in-home sleep study, eligibility was determined (see section IV.E.2 for eligibility criteria).
Information on those participating in the in-home sleep study was stored in Redcap as well. Data were recorded on when
participants were scheduled to complete measurements, which equipment was shipped to their home, when it was returned,
and if there were equipment failures or damage to equipment.



B. Equipment identification and testing

For the study to be feasible on a national scale, it was important to obtain high quality acoustic and physiologic data while
keeping equipment costs low . A breakdown of the equipment used in the field study is given in section IV.B.1. Equipment
was tested before buying multiple units to ensure it met the required data acquisition specifications (section IV.B.2).

1. Equipment selection and cost breakdown

Study equipment (see Appendix 1) was shipped directly to participants, who unpacked and set-up equipment unattended
(i.e., without research staff on site). It was therefore necessary that the noise and sleep measurement equipment we used
could be set up and operated easily, with the participants able to follow simple instructions to do so, even if they did not
have technical knowledge. Just as importantly, in order for the study to be feasible on a large scale, it was necessary to
select recording equipment that was both low-cost and accurate in its measurement.

The H5 Handy Recorder (Zoom Corp, Tokyo, Japan) with an Earthworks M23 measurement microphone (Earthworks Inc.,
Milford, NH) was selected for recording acoustic data in participants’ bedrooms (see section IV.B.2 for equipment testing
results). Prior to shipment, the H5 recorder and microphone were fastened to a tripod and a remote control was provided
to subjects for their convenience.

The Faros 90 (Bittium Corp, formerly eMotion, Oulu, Finland) was chosen to measure heart rate and actigraphy data. We
have previously demonstrated the ability of the Faros 90 devices to reliably capture ECG and actigraphy data for the scoring
of noise-induced awakenings among field study participants at PHL and FRA airports [35].

A total of twenty sets of equipment were prepared for use in the field study. A breakdown of equipment cost for a set of
study equipment is given in Appendix 1. A single set of equipment cost $1261. In total, purchasing of study materials and
testing of potential equipment designs cost $28,381. These costs do not include those for personnel, storage, or expenses
for shipping the study equipment to and from study participants.

2. Equipment testing

Noise recorder testing

Prior to purchasing all twenty Zoom H5 Handy Recorders and Earthworks M23 measurement microphones, two units were
purchased and tested to ensure they met the manufacturer stated specifications, and that they were suitable for accurate
measurement of aircraft noise levels.

To measure the noise floor of the H5 we used the following approach. A recording was initialized, the recorder was isolated
from noise by placing a cap over the microphone, sealing the recorder in a box filled with foam, and then placing the sealed
box in a cupboard in the quietest room available at our laboratory. The resulting noise floor of the equipment was 22
dB(A).

Measurements were made with the H5 and compared against measurements of the same sound signal made with two Class
1 sound level meters (XL2, NTi Audio). All systems were first calibrated using a 1 kHz calibration signal at 94 dB (Larson
Davis CAL200). This calibration signal was stored for the H5 recorders. As in the actual field study, the sounds recorded with
the H5 were stored as MP3 files (320 bit). The stored calibration signal was used to convert these MP3 files into A-weighted
sound pressure levels (see section IV.G.1 for a description of the software that was developed for this conversion). One XL2
unit was owned by us, and is hereafter termed XL2-UPenn. The second XL2 was loaned to us by the manufacturer NTi, and
is hereafter termed XL2-NTI. An audio file of airplane flyovers and train pass-bys was used as the acoustic test signal, since
the H5 recorders were to be used for traffic noise measurements. Sound pressure level measurements made with the H5,
XL2-UPenn and XL2-NTI are presented in Figure 2. The region around the highest measured level (173-177 s) is presented
in higher sound level resolution in Figure 3 for clarity. The difference in level measured with H5 and XL2-NTI relative to the
level measured with XL2-UPenn during traffic noise playback is given in Figure 4. As expected there was almost no
difference between both XL2 units. The noise floor of the XL2 units was around 3 dB lower than the H5. During noise
measurement, there was close agreement between the H5 and XL2-UPenn, agreeing to within approximately 1.5 dB. There
were very short intervals with slightly higher deviation between 160-175s (Figure 4), but at these points there were also
deviations between both XL2 units. These deviations could be due to slight spatial variation in the microphone positions
during measurement.



Figure 2. Measurement of traffic noise made with ZoomHS5 (blue) and two XL2 sound level meters (black and blue). The upper
lines represent the sound pressure level measurement (A-Weighted, slow time filter) made with each device. The lower lines
represent the difference between the sound pressure level measured with H5 and XL2-NTIl compared to measurements made with

the XL2-UPenn. Note that the disparity between devices around 220-230 s is due to slight differences in noise cessation timing.

the noise maximum.

Figure 3. Measurement of traffic noise made with ZoomHS5 (blue) and two XL2 sound level meters (black and blue) around
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Figure 4. Difference in sound pressure level made with XL2-NTI (black) and H5 (blue) relative to measurement of the same
noise signal made with XL2-UPenn.

variability. The same procedure as above was used, and recordings were compared against those made with XL2-UPenn.
within the tolerance limits for Class 1 sound level meters [36].

We also compared the H5 unit used in the above measurements against a second H5 unit to examine inter-unit
The difference in level during the noise signal is given in Figure 5. Both H5 units generally agreed to within 1 dB, which is

Figure 5. Difference in sound pressure level made with XL2-NTI (black), H5 (blue) and a second H5 (green) relative to
measurement of the same noise signal made with XL2-UPenn. Measurements with H5 units generally agreed to within =1 dB.

In summary, Zoom H5 recorders using with Earthworks M23 microphones represent a cost-effective approach of
performing accurate measurements of aircraft noise in a field study. All microphones were calibrated by the manufacturer.



Faros and H5 time drift testing

For the event-related analysis, it is very important that acoustic and physiological events are recorded on a synchronized
same timeline, so that an awakening in the physiologic data can be attributed to a concurrent aircraft event in the noise
data. As we used two separate devices to record sounds (H5) and physiological data (Faros 90), we needed to ensure that
there was minimal time drift between the devices, or alternatively develop a method allowing us to synchronize both data
streams post-hoc. Prior to shipment to study participants, the internal clocks on the Faros 90 and H5 sound recorder were
synchronized with the network time; however, study equipment was in the field for approximately 20 days, during which
time was the potential for time drift in either or both devices. To investigate \time drift between the devices, we
performed a study in which movement detected in the physiological data and noise events detected in the acoustic data
were matched. We tested all 20 Faros 90 devices (Figure 6-Figure 8) and four H5 recorders (Figure 9). We also tested an
updated version of the Faros device, the Faros 180, for comparison (this device was not used in the ATL study, but may be
used in future studies). The Faros devices and H5 recorders were initialized with the network time and then powered off.
They were kept in a cool location for 1 week, simulating the time devices are in transit to participants. After 1 week, the
Faros 90 and 180 were placed on a rotating table that rotated the devices at fixed intervals. The start of the rotation was
indicated by a clicking sound which was recorded by the H5 sound recorders. We recorded differences in the event times,
relative to the network master clock, between the acoustic and physiologic data throughout the 5 study days. These
recordings were completed under a variety of test conditions to simulate common scenarios expected in the field.
Recordings on the Faros devices were made in either a room-temperature environment (23 °C, Figure 6) or in a warm room
(35 °C, Figure 7). In both the warm and cold room scenarios, the Faros devices recorded for 8 hours per day, simulating
an anticipated 8 hour recording of sleep during the field study, and were turned off for the remaining 16 hours.
Additionally, we also examined the time drift when the Faros devices were left running for the duration of the simulation
(Figure 8), i.e. not turned off for the 16 hours each day, as subjects may forget to turn off the devices in the morning.
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Figure 6. Time drift between master clock and five Faros 90 and one Faros 180 recorder internal clocks, recorded at
room temperature (23 °C). Different colored points indicate different Faros units.
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Figure 7. Time drift between master clock and five Faros 90 and one Faros 180 recorder internal clocks, recorded in a warm
room (35 °C). Different colored points indicate different Faros units.
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Figure 8. Time drift between the Faros devices and the master clock for the simulation in which the Faros are left running for
the duration of the simulation, mimicking the scenario in which a participant forgets to turn off the Faros prior to charging. At
the end of each day, the Faros were plugged into a charging port but continued running. It was found that the Faros 180
automatically turns off when plugged into a power source, and so this device did not run continuously during the simulation. At
96 hours of the simulation, technical staff were unavailable to run the simulation, and so the Faros were not rotated on the
rotating table until hour 120 of the simulation.
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It was found that the Faros 90 clocks drifted approximately linearly within recording nights, both at room temperature and
in a warm room, but did not appear to drift between nights when the devices were turned off. The Faros 180 clock also
drifted linearly within recording nights, but continued drifting between nights when turned off. Out of the four H5 sound
recorders that were tested, three drifted approximately +2 seconds from the master clock in a seemingly random pattern.
A fourth H5 recorder drifted approximately 4 seconds from the master clock during the simulated transit week, and drifted
a further 4 seconds during the five recording nights in a linear fashion. When switched on (and therefore recording) for
extended periods of time, the Faros devices were found to continue to drift linearly for the duration of the simulation.
Based on this evidence of time drift between the acoustic and physiologic data streams from our simulations, our DLR
collaborator, Dr. Uwe Miiller generated a time-synchronization software that matches body movements scored in the
acoustic data with the body movements recorded in the physiological data (see section IV.G.3). Based on the simulation
results above, a linear time drift across the measurement night was assumed for correction purposes.



C. Selection of field study target sample region

The purpose of the field study was to investigate effects of aircraft noise on sleep. It was therefore necessary to stratify the
sample population by nighttime aircraft noise exposure levels, so that recruitment from appropriate regions could be
performed.

1. Generating and validating noise contours around ATL airport

Noise exposure around ATL was modelled using the FAA’s Integrated Noise Model (INM) [37], implemented using the
ArcGIS software (Esri, Redlands, CA).

Radar track data and flight plan data from the Performance Data Analysis and Reporting System (PDARS) [38] around ATL
were provided by the FAA for the period of September 1% 2014 to August 31 2015. Along with runway location and
orientation, the PDARS data were used to model individual nighttime (23:00-07:00) aircraft noise events over 84 nights.
These noise data were used to calculate outdoor nighttime A-weighted noise level (Lugnouawo) COntours around ATL. These
modelled contours are presented as filled contours in Figure 10.

To validate the modelled contours, they were visually compared with yearly average Lyg. contours from 2012 for 45, 50, 55
and 60 dB, which were also provided by the FAA. These are presented as lines in Figure 10. There was a good agreement
between the FAA contours and our own modelled contours.
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Figure 10. Lwgn noise contours around ATL. Filled contours represent those calculated by UPenn. Line-only contours represent the
2012 average, provided by the FAA, and used only to validate the UPenn contours. Contours are overlaid on Atlanta census tract
geographical boundaries.

Since Lygw Was the primary exposure variable of interest, it was necessary to sample the study population from addresses
with different noise exposure. We therefore stratified into five sampling regions: 35-39.9 dB, 40-44.9 dB, 45-49.9 dB, 50-54.9
dB and >55 dB. This stratification was performed based on the UPenn contours since the FAA contours had a lower limit of
45 dB Lygn, as compared to the UPenn contour lower limit of 35 dB Lygn.

2. Population sampling procedure

Geographical shape information for the census tracts in and around Atlanta were extracted from TIGER/Line® Shapefiles
(https://www.census.gov/geo/maps-data/data/tiger-line.html). These shapefiles are an extract of selected geographic and
cartographic information from the U.S. Census Bureau's Master Address File / Topologically Integrated Geographic Encoding
and Referencing (MAF/TIGER) Database (MTDB). Demographic data for these census tracts were extracted from
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American FactFinder (http://factfinder2.census.gov/). For each census tract in each noise exposure category, the
population weighted centroid was calculated using the extracted geographical and demographic information. The noise

levels at each centroid were then calculated, before assigning the census tract into the 35, 40, 45, 50 or 55 dB Lygm
category. The resulting assignment of each census tract is shown in Figure 11.
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Figure 11. Population weighted centroid of each census tract, colored according to noise exposure category (noise contour) in
which it is located.

In addition to classifying census tract by noise exposure, they were further sub-divided into their orientation relative to
ATL airport, either west or east. The location of the population weighted centroid of each census tract relative to the
airport coordinate (33.640444° N, 84.4269444° W) was used to assign whether the census tract was east or west of the
airport. The number of census tracts in each noise exposure category is given in Table 2. Demographic data from the
2010-2014 American Community Survey 5-Year Estimates for the census tracts in each noise exposure category are given
in Table 3.

Table 2. Number of census tracts in each noise category.

Noise category n West East
>55 dB 5 4 1
50-54.9 dB 8 4 4
45-49.9 dB 11 4 7
40-44.9 dB 34 10 24
35-39.9dB 79 22 57
Total 137 44 93
AT
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Table 3. Demographic characteristics of census tracts within each noise category.

s
ose Difecton Mouses  collage  Acan | Meam  Meanage  Mean house
Education American

>55 dB East 1949 59.5 55.1 33,624 29.4 60,300

>55 dB West 7305 50.8 90.7 26,737 29.4 105,975
50-54.9 dB East 9464 59.7 59.6 31,126 30.7 78,950
50-54.9 dB West 11,123 34.8 77.3 40,938 35.5 161,200
45-49.9 dB East 14,489 46.3 83.6 46,964 35.4 102,971
45-49.9 dB West 20,457 32.2 32.2 59,955 35.1 138,625
40-44.9 dB East 53,391 41.9 77.4 50,249 38.4 126,300
40-44.9 dB West 30,674 45.1 81.2 39,677 30 101,260
35-39.9dB East 118,182 35.7 52.7 50,684 35 182,782
35-39.9 dB West 55,842 41.1 58.5 54,040 36.6 139,109

The 35-39.9 dB category was the control region for the study. The cost for obtaining addresses was $50 for each census
tract. To minimize cost we selected 16 census tracts from the 35-39.9 dB category (8 west and 8 east). These 16 control
region census tracts were chosen so as to have a similar mean and variance of household income as in all 79 census tracts
in the <40 dB category (Table 4).

Table 4. Demographic characteristics of 35-39.9 dB census tracts. Demographics of the census tracts selected as the control
region are highlighted.

% No % Black or Mean (M), range (R) and

D::;t_:_(l)_n Ho(t:ses College African standard deviation (SD) M((;aer;;g))e M;??c:c();)se
) Education American income (%)
East M: 50,684
(n=57) 118,182 35.7 52.7 R: 14,879-136,813 35.0 182,782
SD: 25,689
East, M: 50,376
selected 12,300 47.1 36.8 R: 14,879-92,000 35.1 156,157
(n=8) SD: 25,710
West M: 54,040
(h=22) 55,842 41.1 58.5 R: 24,129-103,333 36.6 139,109
SD: 19,177
West, M: 54,302
selected 22,302 38.4 60.2 R: 37,446-83,969 35.7 148,450
(n=8) SD: 19,191

Once the 74 census tracts from which we would sample was finalized, 10,000 residential addresses and inhabitant names
within these tracts were purchased from MSG Marketing Group at a cost of $1,325 ($425 initial setup cost, $50 for each
of the 9 additional survey tracts, and $450 for the 10,000 address-based sampling records). Each address was provided
with its associated latitude and longitude. Ly was then calculated for each individual address. Addresses were reclassified
into the appropriate noise categories based on these Ly, noise levels and not based on the census tract population
weighted centroid noise levels.



D. Postal surveys

Postal questionnaires are an inexpensive and unobtrusive method of data sampling among large study populations, and so
are widely used in epidemiological research. One of the challenges faced by public health research is the current trend for
decreasing response rates to all survey modes [39], which leads to reduced effective sample sizes, and furthermore may
bias the acquired data and subsequent conclusions [40]. To minimize threats to internal and external validity, the highest
attainable response rate is therefore desirable. Researchers have adopted a number of methods to improve response rates,
which include monetary and non-monetary incentives, changes in the length and appearance of questionnaires, different
methods of returning completed questionnaires, pre-notification and different approaches to follow-up contact [41]. Reduced
survey length, the use of incentives and follow-up contact for postal surveys can improve response rates, but these
findings are not found universally across different studies [41, 42]. There is also a risk that incentives may introduce bias,
by being more appealing to those with lower socioeconomic status [43]. Survey follow-up and incentivization also increases
methodological expense, although this may be offset by the reduced need for further sampling from a study population to
obtain an equivalent sample size.

Postal questionnaires can, in addition to furnishing researchers with valuable epidemiological data, serve as useful pre-
screening instruments. Pre-screening questionnaires can determine a person’s eligibility for, as well as their interest in,
recruitment into later studies, although when relying on self-report there can be some risk for respondents to misrepresent
themselves so that they can participate in the study [44]. Low response rates for questionnaires used for pre-screening may
lead to non-representative sample populations in any subsequent studies, so it remains important to obtain the greatest
achievable number of responses. For this pilot study, we therefore adopted a number of different survey strategies in order
to determine how to maximize survey response and field study recruitment while minimizing cost.

1. Survey instruments

The primary purpose of the postal surveys was to recruit participants for the field study on the effects of nocturnal aircraft
noise on sleep. Of primary importance therefore were questions regarding suitability as pertains to the study inclusion
criteria (see section IV.E.2). The survey included a checkbox for respondents to indicate whether they were interested in
participating in the field study, along with their contact details.

The secondary purpose of the surveys was comparison of eventual field study participants with non-participants. This allows
for determining whether those who are eligible for the field study are representative of those who respond. This comparison
can potentially inform weights to adjust for non-response bias.

Of tertiary importance in the questionnaires were items regarding the effects of noise on annoyance, sleep disturbance
and health outcomes, to allow a cross-sectional analysis of community response to aircraft noise. The addition of these
items increased the questionnaire length, which as a result could risk lowering response rates, while at the same time
providing useful data on the effects of aircraft noise. We therefore used questionnaires of different lengths to investigate if
longer questionnaires had a significant adverse effect on response rate.

Survey instructions indicated that only a single household member should fill out the survey (the person who most
recently celebrated a birthday). Complete versions of the questionnaires are given in Appendix 2, and are only summarized
here. Questionnaires differed in length and were characterized as short (11 questions), medium (26 questions) or long
(57 questions). The long form of the survey asked respondents to provide basic demographic information, such as age, sex,
race, income, marital status, education level, and employment status. Respondents were asked to rate their overall sleep
quality on a 4-point Likert-type scale over the past month, which is an item taken directly from the Pittsburgh Sleep Quality
Index (PSQI) [45]. They also indicated how often (on a 4-point scale from “not during the past month” to “three or more
times per week”) they experienced trouble falling asleep, waking up in the night or early morning, took medication for sleep,
or had difficulty staying awake during the day, all of which are items from the PSQIl. The survey asked about coping
behaviors to environmental noise. Survey respondents were asked to estimate over the past month how often (on a 5-point
Likert-type scale from “never’ to “always”) they “wear earplugs,” “use alcohol,” “use medication,” “turn on the TV,”
“turn on music,” “close windows,” “use a sound machine,” or “turn on a fan” because of noise when trying to sleep.
Sensitivity to noise in the community was another variable examined, and respondents were asked to estimate on a 6-point
ordinal scale their agreement with statements: “I am easily awakened by noise,” “I get used to most noises without difficulty,”
“I find it hard to relax in noisy places,” “I am good at concentrating no matter what is going on around me,” “l get mad at
people who make noise,” and “l am sensitive to noise.” All of the noise sensitivity questions and response scales were taken
from the Weinstein Noise Sensitivity Scale [46]. Also, participants were asked to describe how much they were annoyed over
the last 12 months (on a 5-point Likert-type scale with endpoints “not at all” and “extremely”, per



recommendations by the International Commission on the Biological Effects of Noise (ICBEN) [47]) to “road traffic,” “trains,”
“aircraft,” “industry/factory,” “construction,” “neighbors,” and “air conditioner” noise. They also indicated on the same
ICBEN scale how often their sleep was disturbed by those noise sources over the past 12 months. Respondents estimated
their general health on a 5-point Likert-type scale (poor to excellent) and indicated if they had ever been diagnosed with
any of the following sleep disorders: sleep apnea, periodic limb movement syndrome, narcolepsy, insomnia, or restless leg
syndrome. Participants also reported any diagnosis of hypertension, migraines, arrhythmia, heart disease, stomach ulcer, or
diabetes, and indicated whether they had received treatment in the past month.

The short and medium questionnaires did not include the items on habitual sleep and wake times, frequency of sleep
difficulties, expanded noise sensitivity, annoyance by traffic, industry and community noise, diagnosis and treatment for a
number of the medical conditions, marital status, income, education level, employment status or residence sound
proofing treatment. Furthermore, the short form questionnaire did not include items on sleep medication, sleep disorders,
sleep-promoting coping strategies, hearing acuity, diagnosed hypertension and/or arrhythmia, shift work, residence
duration, household children, height or weight.

The medium and long versions were sufficiently comprehensive to determine whether a respondent met the field study
inclusion criteria, but the short version required us to contact the respondents via telephone for additional information.
This telephone contact was only done if the respondent indicated that they were interested in participating in the study
and as such gave permission to be contacted.



E. Field study participant selection process and recruitment
1. Survey protocol

Between September 2016 and July 2017, we sent paper surveys along with a letter of introduction to 4080 randomly
selected households around ATL. The introduction letter, provided in Appendix 3, briefly described the purpose of the
survey, informed the recipient that participation was voluntary, assured the confidentiality of their responses, and provided
contact information for the research group. Also provided was the survey eligibility criteria: 21 or more years of age and only
one respondent per household, preferably the adult whose birthday was most recent. Respondents returned surveys by mail
using an included pre-paid addressed envelope, or completed them online by following a URL or scanning a QR code.

The surveys indicated the financial compensation that would be awarded for participating in the field study (which varied
between $100, $150 or $200; see below), and included items on whether respondents would be interested in taking part
in such a study.

Surveys were sent in batches of 240 in seventeen mailing rounds. An equal number of surveys were sent to each noise
exposure category within each round (24 surveys to each of the 10 noise exposure categories). Mailing rounds differed in
the incentive for completing the survey, the length of the survey, the number of follow-up (reminder) waves issued after the
initial mailing, and the monetary incentive for participating in the field study if eligible (Table 5). The incentive for
completing the survey was either $2 cash included in the initial survey mailing wave, or an Amazon gift card of $2, $5 or $10
value provided upon completion of the survey. The United States Postal Service could not always deliver the surveys to the
listed address. We classed a survey as “non-deliverable” if at least one survey, from any wave within a round, was returned to
sender. Such reasons for returning to sender included vacant address, unable to be forwarded, incorrect address or
reasons unknown. The percentage of surveys that were deliverable within each mailing round are given in Table 5. On
average, (87.6%) of the surveys were deliverable. If a completed survey was received for a recipient that had been classed
as non-deliverable (n=9), we reclassified the survey as deliverable. A number of surveys were returned to the sender
because the recipient was deceased (n=1), refused delivery of the survey (n=23) or returned a blank survey indicating
they were not interested (n=5): these instances were classed as deliverable but as non-response.

Prior to the initial survey wave, a pre-survey notification postcard was sent out only in round 5. Following the initial survey
wave within each round, there were 0, 2 or 3 follow-up waves sent if a completed survey had not yet been received from a
specific household. The first follow-up, sent 7 days after the initial survey, consisted of a postcard encouraging the
recipient to return and complete the original survey if they had not yet already done so. The second follow-up, sent 21 days
after the initial survey, consisted of a reminder letter, a new paper copy of the survey and a new pre-paid envelope for
returning the survey. The third follow up, sent 42 days after the initial survey consisted of a reminder letter, a further new
paper copy of the survey and a further new pre-paid envelope for returning the survey.

Mailing rounds 1-2 were addressed to “Current Resident” and rounds 3-17 were personalized and addressed to a named
individual or current resident, for example “A. N. Onymous or Current Resident”. Rounds 1-2 were mailed in envelopes
measuring 24x10.5 cm, and rounds 3-17 were sent in 23x15.5 cm envelopes. In addition to a University of Pennsylvania
logo on the envelope of all mailing rounds, rounds 1-2 indicated that “Perelman School of Medicine, University of
Pennsylvania, Department of Psychiatry, Division of Sleep and Chronobiology” sent the mail, and rounds 3-17 indicated only
“University of Pennsylvania” as the sender.



Table 5. Overview of each survey round.

Incentive_ for Survey Number of Inc_er_nivg f0|j %
Round completing length follow-up participating in Addressee deliverable
the survey waves field study
1 Gift card Long 0 $100 pourrent, 91.3
2 Gift card Long 0 $100 pourrent, 92.9
3 Gift card Long 0 $100 Personalized 91.7
4 Gift card Long 0 $100 Personalized 88.8
5 Gift card Long 0t $100 Personalized 91.3
6 $2 cash Long 3 $150 Personalized 88.3
7 $2 cash Long 3 $150 Personalized 89.6
8 $2 cash Medium 3 $150 Personalized 87.5
9 $2 cash Short 3 $150 Personalized 86.3
10 $2 cash Long 3 $200 Personalized 84.6
11 $2 cash Long 0 $200 Personalized 91.3
12 $2 cash Long 3 $200 Personalized 85.0
13 $2 cash Long 3 $200 Personalized 86.3
14 $2 cash Long 2 $200 Personalized 85.4
15 $2 cash Long 2 $200 Personalized 84.2
16 $2 cash Long 2 $200 Personalized 83.8
17 $2 cash Long 2 $200 Personalized 82.1

1 Included pre-survey notification postcard sent before the initial survey mailing



2. Recruitment into field study

Upon receiving completed surveys where respondents indicated they were interested in participating in the field study,
responses were checked to see whether an individual was eligible for the field study. In the case of short survey
respondents, follow-up contact via telephone was required to determine eligibility.

Exclusion criteria were as follows:

e Use of medication (either prescribed or “over-the counter”) to help with sleep three times or more per week, over
the past month.

e Diagnosed by a heath professional with any sleep disorder, including but not limited to the following: sleep
apnea, narcolepsy, restless leg syndrome, period limb movement syndrome, insomnia.

e Diagnosed by a heath professional with arrhythmia.

e Self-reported problems or difficulties with hearing.

e Overnight shift work, defined as working for at least 4 hours between 00:00 to 06:00.

e Under 21 years of age.

e Any children in the household under 5 years of age.

e Body mass index (BMI) of >35 or <17 kgm?, corresponding to classification as Obesity Class Il (“severely obese”)
and moderately underweight respectively [48].

Out of 407 completed surveys, 237 respondents (58.2%) were interested in participating in the field study. Among
respondents interested in the field study, 79 respondents (19.4% of all completed surveys, 33.3% of those interested) met
the eligibility criteria. Of those interested and eligible, 37 respondents (9.1% of completed surveys, 15.6% of those
interested) were enrolled into the field study. Three participants dropped out before the study commencement.
Demographic data of the 34 remaining participants who completed the study are given in Table 6. Further analysis on the
effectiveness of the different survey protocols for eliciting questionnaire response, interest for participating in the field
study, and eventual participation in the field study, are given in section V.A.



Table 6. Demographics of participants completing the field study.

Variable Mean (+S.D.) Range
Age, years (n=34) 50.2 (x14.7) 21-81
BMI, kgm? (n=34) 27.0 (£3.25) 21.8-33.5
Categorical variable Level Count (n) % of responses
Sex (n=34) Women 22 64.7
Men 12 35.3
General health (n=34) Poor 1 2.9
Fair 2 5.9
Good 8 23.5
Very good 18 52.9
Excellent 5 14.7
Race (n=34) White 11* 32.4
Black 19 55.9
Other 3* 8.8
Prefer not to answer 2 5.9
Marital status (n=23) Single 11 47.8
Married 6 26.1
Widowed 1 4.3
Separated 1 4.3
Divorced 3 13.0
Dom. Partner 1 4.3
Education (n=23) < High school 0 0
High school 9 40.9
College or more 13 59.1
Job status (n=23) Employed 15 65.2
Unemployed 2 8.7
Retired 6 26.1
Household income (n=23) <$25k 5 21.7
$25-50k 6 26.1
$50-75k 4 17.4
$75-100k 2 8.7
$100-150k 2 8.7
>$150k 2 8.7
Prefer not to answer 2 8.7

* One participant listed race as both White and Other and is counted for both categories.



F. Field study procedure
1. Telephone recruitment

Survey respondents who indicated that they would like to be contacted about participating in the in-home sleep study were
contacted by telephone. These prospective participants were read a script detailing the study length, procedures and
compensation. They were informed that the study was a 5 consecutive night, in-home, unattended sleep study, and that
sounds inside the bedroom would be recorded at night using a sound recorder. Participants would wear a small device
attached to two electrodes that would measure heart rate and body movement. In the morning, study participants
complete a brief questionnaire concerning their sleep. The eligibility of prospective participants was verified. Those
determined ineligible according to exclusion criteria were informed that they did not meet eligibility criteria for the in-home
sleep study, and thanked for their time. Eligible participants were mailed an informed consent form for their review together
with a pre-paid return envelope. Prospective participants who completed and signed a consent form were called and
scheduled for participation in the in-home study.

2. Field study procedures

Unpacking Study Equipment

Study equipment was shipped directly to participants by staff (Figure 12B). Participants received an instruction manual
detailing step-by-step instructions for setting up the equipment and completing measurements. Included in the manual was
a link for online-instructional videos on how to unpack and setup the equipment. Participants were called on the first and
last day of the study to review procedures and answer questions. Participants were encouraged to call the 24 hour hotline
to contact staff for questions regarding study procedures. Also included in the equipment package were five copies of
morning surveys (Appendix 4), a photocopy of their signed consent form, return shipping instructions, and forms for
payment. Participants were instructed to setup the sound recorder on the first evening (Monday), at any time prior to
bedtime. For five consecutive nights (Monday to Friday), immediately before going to bed, they would put on and start the
heart rate device, and begin the recording on the sound recorder. On each of the following mornings (Tuesday to
Saturday), they would stop the sound recorder, stop and remove the heart rate device, and complete the morning survey.
During the day after the final study morning (Saturday), the participants would then pack up and return the measurement
equipment.



Figure 12. Field study measurement equipment.
A: Set-up of H5 sound recorder.
B: Study equipment as received by the participants.

C: Faros 90 and associated accessories, as they are
received by the subjects.

D: Faros 90 actigraphy and heart rate monitor worn
each night by participants.




Setting up the Sound Recorder:

Participants were allowed to sleep at their normal times and wake up at their normal times each day. They were asked to
turn off any noise producing items such as the TV, radio, or music during the night. However, in order to preserve a typical
sleeping environment, participants were allowed to turn on fans, air conditioners and heaters for their comfort. Also,
participants were allowed to sleep with their pets (such as dogs and cats) as they would have normally in their bedrooms. It
was desired to have participants maintain as close to their normal sleep routine as possible. Participants were instructed to
place the sound recorder near where they slept at night, preferably on a night stand near their head, and to keep the
recorder plugged in during measurements (Figure 12A). An extension cord was provided in case it was required. A remote
control was supplied for convenience in turning the recorder on/off. The recorder was to be turned on before getting into
bed and turned off once awake in the morning.

Setting Up the Heart Rate Device:

During the night, participant’s sleep was monitored using one device (eMotion Faros 90) which measured both heart rate
and body movements. The device was battery powered and attached with two electrodes to the chest of the subjects. The
ECG was sampled at 1 kHz and the peak of each R-wave was detected and recorded. Movement was also measured using a
3-axis accelerometer at a sample rate of 10 Hz, 14 bit resolution, range set to 2 g. As movement was recorded with a high
resolution, breathing patterns could be inferred from movements of the chest and it could be determined whether
participants had chest movements that would be suggestive of sleep apnea during the night.

Along with the Faros 90 device, participants received a charger, electrodes, tape, alcohol wipes, and cortisone cream in
case of skin irritation from the electrodes (Figure 12C). Participants were instructed to place one electrode just below the
right clavicle, and another below the left breast (Figure 12D). The heart rate device snaps onto the electrode below the
clavicle and the cable snaps onto the bottom electrode. The device is secured with Velcro and medical tape is supplied for
extra security if needed. Participants were instructed to turn the device on when they get in bed, and turn it off when
waking up. They were instructed to charge the device every morning after awakening.

3. Morning survey

On each morning after measurements took place, participants were instructed to fill out a short questionnaire on the
previous night’s sleep. Surveys could be completed either online or on the provided hard copies (Appendix 4). The morning
survey asked participants at what time they went to sleep, how long it took them to fall asleep, and how many times (if any)
they woke up during the night. They were also asked about their quality of sleep, how refreshed or tired they felt in the
morning, and whether they felt disturbed by environmental noise during the night. Online morning surveys were checked
daily and participants contacted if survey comments mentioned difficulties or concerns with equipment.

To ensure accuracy of the data when coding the paper versions of the morning questionnaires, we adopted an approach to
minimize human error. The responses indicated on the questionnaires were manually entered into RedCap by two or three
different investigators using the same coding scheme. An automated algorithm was then implemented to check for any
discrepancies between the entered data. If a discrepancy was identified, i.e. at least one of the investigators had entered a
value that did not match exactly with the entries of the other investigators, the data point was cross-checked against the
original questionnaire and the correct value entered.

4. Returning study equipment

After completing five nights of measurements, participants were instructed to pack all equipment back into the shipping
box. Photos of how the box should appear when properly packed were included for their assistance. Participants filled out
their personal information on payment forms in order to receive compensation for participating in the study. Return shipping
instructions indicated the FedEx phone number and shipping order number to schedule an at-home pick-up of study
equipment. Subjects could also drop off the equipment at any location that accepts FedEx shipments.



G. Data Analysis
1. SPL converter

The H5 recorder used in the in-home sleep study records noise in mp3 format. Acoustic data from the field study thus had
to be converted from mp3 to sound pressure level (SPL) prior to analysis. A sound pressure level converter program was
developed to calculate the correct A-weighted sound pressure levels with fast (0.125 s) and slow (1 s) time constants (L
and L, respectively), for a given mp3 file using an existing calibration file for each measurement. Calibration files ( 1 kHz at
94 dB) were recorded prior to shipment into the field study, and again upon return.

First, the L, and Ly of the initial and final calibration files were calculated (Figure 13). If the deviation between the two
calibration files was less than =2 dB, then the SPL for the measurement was calculated. In total, of the data of 9 subjects
were excluded from the analysis due to large deviations in the pre- and post-calibration files. This deviation was due to
shifting in the dials of the sound recorders, and was remedied for future subjects by securing the dials in a fixed position
with adhesive prior to shipment.

Figure 13. Sound Pressure Level Converter compares the initial and final calibration files for a given subject.

Next the program calculated the L, and L, of the measurement file using the calibration file and the calibrator output
value. The converted sound pressure level could then be scored for aircraft noise in the acoustic scoring program,
Akustikview (see section IV.G.2).



Figure 14. L.s of a measurement file plotted using the Sound Pressure Level Converter program.




2. Akustikview

Research assistants listened to and scored acoustic data using the acoustic scoring software, Akustikview, which is a non-
commercial software developed in-house by our collaborators at DLR. Staff members marked when they heard subjects get
into and out of bed, aircraft noise, background noise, traffic sounds, and any other relevant noise events in the bedroom.
These notations were used to determine periods of time where the subject was not sleeping or was affected by non-
aircraft noise events. In case of other noise events during an aircraft noise event, the maximum SPL of the aircraft noise
event had to be the highest noise level for the aircraft noise event to be scored as the primary noise event. Akustikview
recorded the L. for aircraft noise events as well as a number of other acoustical whole night and event related acoustical
indicators (e.g., the average sound level in the minute preceding the start of the noise events). Once staff had scored a
full night of acoustic data, Akustikview generated a text file with information on nightly aircraft noise events, for later use in
the statistical analysis. The background noise level is automatically selected and scored by Akustikview, but the selection
can be manually overwritten. Akustikview also synchronized the timeline of the acoustic data with the physiological data
timeline using input from a time adaptation software (see section IV.G.3). Scoring all acoustic events in a given night is
cumbersome, can take 2 hours or more, and is likely not feasible for a larger National Sleep Study. For this study, we plan
to integrate flight rack radar data into the Akustikview software, that, based on the minimal distance to the receiver site on
the ground, suggests times of expected aircraft noise events that can then be listened to and scored, probably including
the minute before the start of the aircraft noise event.

Figure 15. A ten-minute window of an acoustic file scored for aircraft noise and other sounds heard in the bedroom. Noise
events are scored by staff and are displayed alternately in green and black. A caption appears above a noise event describing the
type of noise heard by staff (e.g. air traffic). Unscored periods of the acoustic file appear in blue.

3. Time adapt

Physiological signals recorded with the Faros 90 heart rate devices and acoustical signals recorded with the H5 sound
recorders were recorded on the individual devices. Although the devices were synchronized before they were shipped, it
often took more than a week before data collection began. Therefore, over the course of the study, their internal clocks
could potentially drift apart in time. A software called “Time Adapt” was developed by our collaborator at DLR to
synchronize the timeline of the acoustic and physiological data (Figure 16). In this time adaptation software, body
movements scored in the acoustic data were paired against movements detected in the physiological data. Time Adapt
recorded the difference between movement events in the acoustic and physiological data. The differences were then
plotted across the measurement night, as the time drift may increase throughout the night. Time Adapt fitted a linear



regression to the time drift data and outputted this information in a text file to be read by the acoustic scoring software,
Akustikview (section IV.G.2).

Figure 16. The Time Adapt program matches the start of major body movements with movements scored in the acoustic data. In
the upper window, the accelerometer signal is plotted in blue for a given time window and marks the start of major body
movements with pale blue lines. A body movement scored in the acoustic data is depicted in red. When the program pairs a
body movement scored in both the physiologic and acoustic data, it adds a dashed line to the start of each event. In cases where
there are multiple body movements in succession, staff can manually adjust which movement in the physiologic data is paired
with the movement in the acoustic data by adding or subtracting time in the program. In the lower window, within-night time
drift is shown (see section IV.B.2).




4. Heart rate file splitter

If subjects forget to turn off the heart rate device when they woke up and took off the device, it was possible that
movement and heart rate data from multiple days were stored in one large file. Before physiological data could be read
by the arousal detection software, the large file had to be split in two or more separate files. A software was developed for
this purpose, which detects body movement recorded in the Faros 90 above a minimum threshold. The program then
marks these periods of movement, and a human scorer manually adjusted the boundaries to encompass the actual time
spent in bed (see Figure 17). Once adjustments had been made, the program then generated separate new data files.

Figure 17. The Heart Rate Splitter program detects periods of body movement, indicated by red horizontal dashes, which can
be exported into separate files.



5. Automatic identification of awakenings based on heart rate and actigraphy data

Awakenings during the night were identified automatically based on the heart rate and actigraphy data. The software
(Figure 18) was based on the algorithm of Basner et al. [21] which identified EEG arousals (=3 seconds) based on heart rate
alone. This algorithm was refined to identify EEG awakenings (>15 seconds) using heart rate and actigraphy data, which is
a more specific indicator of noise-induced sleep disturbance due to the lower frequency of occurrence on nights without
noise exposure [49]. Awakenings are identified in the algorithm by using matrices of likelihood ratios which indicate
whether the difference in the beat to beat heart rate to a 3 minute median heart rate or the amount of movement is
associated with an awakening [50]. Awakenings were calculated for every subject night. After the calculations were
completed, artefacts in the heart rate signals or missing data were visually identified, and these periods were removed from
data analysis.

Figure 18. Physiological arousals were detected using the software’s algorithm. Artefacts in the data were highlighted by
staff (yellow sections) and removed from the dataset.



6. Respiratory signal viewer

We tried to recruit only subjects without intrinsic sleep disorders (like sleep apnea, restless leg movements syndrome, or
periodic limb movements in sleep) into the study. However, subjects are often not aware of these sleep disorders, and
therefore some intrinsic sleep disorders may not be captured by the questions of the recruitment survey addressing these
disorders. Obstructive sleep apnea is characterized by partial or complete obstructions of the upper airways during sleep,
that lead to decreases in blood oxygenation levels that ultimately cause an arousal which re-opens the airway. In a sleep
laboratory, several physiological signals are used to identify obstructive respiratory events (measurements of movements of
movements of the rib cage and abdomen, airflow measurements at the mouth and nose, and blood oxygenation
measurements with pulse oximetry). Most of these signals were not available in our study, but the FAROS device, which
was attached to the rib cage, is very sensitive, and we thus developed a software that displayed movements of the rib
cage along all three orthogonal axes (Figure 19). We inspected rib cage movement for all subject nights for signs of
possible obstructive or central sleep apnea, which would be indicated by repeated periods of no activity during times of
restricted respiration, followed by an abrupt increase in activity as respiration was resumed. In this case, participants would
be notified with a recommendation to seek out their primary care physician for further diagnostic procedures, and the
collected data would be excluded from data analysis. In this study, none of the participants demonstrated potential signs
of sleep apnea, and thus no data were subsequently excluded from our analyses.

Figure 19. Respiratory signal of a healthy subject shown along the three axes and in a combined axis view.



7. Physiological analysis

The main outcome of interest of the event-related analysis is an exposure-response function between the maximum sound
pressure level L., of an aircraft noise event and the probability of the exposed subject to wake up.

Acoustic analysis - Aircraft event scoring

As described in detail earlier, sounds were continuously recorded in the bedroom of study participants with calibrated
sound recorders. Sound levels were calculated based on these recordings. Trained research personnel listened to the sound
recordings of each night and marked the beginning and the end of each aircraft noise event using Akustikview (see
section IV.G.2). An aircraft noise event was only scored as such if it was the dominant noise source. For example, if a car
drove by the house at the same time and generated a higher Lxs ... than the aircraft, the event was classified as road traffic
noise (primary) and aircraft (secondary). Only aircraft noise events characterized as the dominant (primary) noise source
contributed to data analysis. In addition to the maximum SPL of aircraft noise events, the average noise level Ly, in the
minute prior to the start of the aircraft noise event was calculated as a proxy for the background noise level prior to the
start of the aircraft noise event.

Automatic identification of awakenings based on heard rate and actigraphy data

Awakenings during the night were identified automatically based on the heart rate and actigraphy data, using the procedure
and software described in IV.G.5.

Time drift correction

Time measured both by the sound recorders and by the Faros devices drifted in an approximately linear fashion relative to
actual time determined by Network Time Protocol Internet servers. We wrote special software (see section IV.G.3 above) to
correct for the time drift between acoustical and physiological data. We also added 5 seconds prior to the start of an
aircraft noise event to the screening window to allow for minor inaccuracies in the time drift correction (see below).

Single event awakening analysis

All aircraft events were included in the single event analysis regardless of whether another noise source occurred at the
same time, such as an aircraft event occurring at the same time as a car pass-by, as long as the aircraft noise was the
dominant noise source. In analyses performed for WHO based on data from DLR’s STRAIN study, it was found that for
aircraft noise, exposure-response relationships did not vary relevantly when including all events or only events that did not
co-occur with noise events from other sources [50]. A 50-second time window extending from -5 seconds until

+45 seconds relative to the start of each aircraft noise event was screened for an awakening. A noise event was excluded
from analysis if an awakening started before the start of this screening window and extended into or even beyond it. Five
seconds before the start of the aircraft noise event were added to the screening window to account for any inaccuracies in
synchronizing acoustical and physiological measurement equipment (see 2.5.3). The 50-second duration of the screening
window was derived empirically from data collected at four different airports (PHL, ATL, FRA, and CGN), which maximized
slope estimates for the maximum sound pressure level.

8. Statistical analyses

Survey protocol

We performed statistical analysis in IBM SPSS Statistics (version 25). We excluded surveys that were non-deliverable from all
analyses with the exception of analysis of survey delivery rates. Binomial logistical regression models were constructed with
completed survey (yes/no), interest in taking part in the field study (yes/no), or participation in the field study
(yes/no) as the dependent variables. A number of regression models were constructed, including a combination of survey
incentive (gift card/$2 cash), survey length (short/medium/long), number of follow-up waves (0/2/3), noise exposure
category (<40/40-45/45-50/50-55/>55 dB) and orientation to the runway (West/East) as nominal predictor variables.
Furthermore, sex (woman/man) and age category (18-29/30-39/40-49/50-59/60-69/70+) data from completed surveys
were used as predictor variables in a regression model for both interest and participation in the field study. For each

model, we performed an overall omnibus test (x ® tests) relative to the intercept-only model, and ¥ ? tests within each model
to examine whether there were significant fixed effects for any of the independent variables. Respondents with missing data
were excluded from analyses involving the missing variables. Age data were missing for 43 respondents (10.6%), sex



data were missing for 21 respondents (5.2%), and interest in the field study data were missing for 5 respondents (1.2%). The
level of statistical significance was set at a =0.05. Results are reported as odds ratios (OR) and 95% confidence intervals (Cl).

We calculated the cost effectiveness of the different survey strategies based on the cost of envelopes (both for mailing the
surveys to the study population and the enclosed pre-paid envelopes for returning the completed surveys), paper, color
printing, survey incentive and postage. Color printing cost $0.075 per page, with 3 pages for the short survey and 4 pages
for the medium and long surveys. Mailing envelopes cost $0.086 each, which also required printing in color. Pre-printed
return envelopes cost $0.093 each. We used the current cost of first class postage ($0.50) rather than the cost when we
mailed the surveys.

Postal questionnaire results

Statistical analysis of the postal questionnaire data are described in detail in Rocha et al. 2019 [51] and are only summarized
here. Only the long questionnaire versions were included in the analysis, corresponding to 3600 surveys across 15 mailing
rounds. A logistic regression was performed using SAS (version 9.4, SAS Institute, Cary, NC). Each survey response variable
was re-coded on a binomial scale. Responses in the top two categories (i.e. “very” & “extremely”) were coded as “1” and all
responses below as “0”. Ly Was analyzed as a continuous variable using the outdoor Ly, estimate for each household.

We first analyzed each outcome separately in a crude, unadjusted model, with L., only as an independent variable. We then
analyzed each outcome in an adjusted multilevel regression model. We used directed acyclic graphs in DAGitty v2.3 to
determine the minimal adjustment required to estimate the total effect of L., on outcomes of interest [52]. Adjustment for
age and income were minimally necessary, so we did not include occupational status or education in analysis models. In
addition to L, and income, we furthermore included sex, BMI, noise sensitivity and hearing problems as independent
covariates in the adjusted model since we were interested in their influence on our outcomes. Fifteen missing values for age
and 14 missing values for BMI were replaced with the mean age (53 years) and mean BMI (29 kg/m?). Where categorical
covariate data (sex, income, hearing problems and/or noise sensitivity) were missing, we excluded the respondent from
analysis.

Wald Chi-Squared tests were performed to determine the significance of the predictor variables, and statistical significance
was set to a=0.05. We did not correct for multiple testing in this exploratory analysis of pilot study data. Odds ratios with
95% confidence intervals and p-values are reported for both the crude and fully-adjusted models.

Field study morning questionnaires

Data were analyzed in repeated measures multiple logistic regression assuming an independent working correlation matrix
(SPSS Generalized Estimating Equation). For each outcome variable, four models were performed. Two crude models used
either the equivalent indoor aircraft noise over the individualized sleep period from physiologically-determined sleep onset
to sleep cessation (Lagseep) OF the maximum aircraft noise level during the sleep period (Lisma) as the primary independent
predictor variable. Two adjusted models used the same noise exposures as the primary independent variables of interest
but were further adjusted to account for the number of measured aircraft noise events during sleep (covariate), sex
(dichotomous), age (covariate) and if the window was open or closed. There was only one single study night where the
participant slept with fully open windows, therefore window closing was coded as a dichotomous variable as “fully closed” or
“partially or completely open”.

Numerical outcome variables (sleep latency, number of awakenings, tiredness, difficulty sleeping, sleep restlessness and
sleep quality) were analyzed as continuous outcomes. Categorical outcome variables (Stanford Sleepiness Scale [SSS,
question 7] [53] and sleep disturbance by aircraft, road, rail and general noise) were analyzed as dichotomous outcomes,
where a score of >4 on the 7-point Likert scale for SSS was classified as “sleepy”, and scores of >4 on the 5-point Likert
scales for sleep disturbance were classified as “disturbed”.

Event-related physiological data

Statistical analysis was performed using SAS (version 9.4, SAS Institute, Carey, NC). For the calculation of single event
exposure-response relationships for the probability of an awakening, logistic mixed models with random subject intercept
were calculated using Proc NLMIXED. The random intercept term accounts for the correlation of the repeated observations
within each subject. In this case, the repeated observations are multiple reactions to aircraft noise events observed per
subject. A p-value of 0.05 or less was considered statistically significant. We ran an unadjusted model with L ... as the only
predictor, as well as models adjusting for age (continuous), BMI (continuous), time from sleep onset (continuous), and sex
(nominal; value of 1=male, 0=female).



V. Results and discussion

A. Survey protocol
1. Delivery rates

Across all 17 mailing rounds, 3576 out of 4080 surveys (87.6%) were deliverable. A breakdown of the delivery rate, by
survey round, is given in Table 5. When the survey was addressed only to “Current Resident”, the mean deliverable rate was
92.1% (95% Cl: 89.3-94.2%). When the survey address was personalized, the mean deliverable rate was 87.1% (95% Cl:
85.9-88.1%). Regression analysis showed that there were lower odds (OR=0.578, 95% Cl: 0.409-0.817) of delivery to
personalized individuals than “Current Resident” only (x ?(1,n=4080)=9.668, p=0.002).

The delivery rate was lower for surveys sent to named individuals, perhaps due to the mail carrier not delivering if the name
on the envelope did not match a name at the address despite the appended “or Current Resident”, but this was more than
offset by higher response rates among those named addressees. This increased response rate when personalizing the
surveys is generally in agreement with previous research. A meta-analysis of 14 trials including over 12,000 participants
found that the inclusion of names on health survey letters increased the odds of response by one fifth [54]. A later study
however found that addressing surveys to named individuals significantly increased the response rate to reminder letters,
but the increased response rate to the initial survey waves was not significant, although in this study of 1000 participants
the absence of significance could be due to insufficient power [55]. As well as personalization, the higher response rate
could be in part due to the removal of “School of Medicine” and “Department of Psychiatry” from the envelope, since

psychiatry as a medical profession continues to suffer from public stigma [56]. We would not anticipate the change in
envelope size to influence response [57].



2. Response rate

Out of 3576 delivered surveys, 407 were completed, a response rate of 11.4%. The majority (n=309; 75.9%) were returned
by mail, with a minority (n=98; 24.1%) completed online. There was a statistically significant effect of respondent age
category on the response mode (x >=54.9, p<0.0001), with younger respondents generally preferring to respond online and
older respondents generally preferring to respond by mail (Figure 20).
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Figure 20. Effect of age of respondent on preferred response mode.

Among deliverable surveys within rounds 1-5, there was a 4.3% response rate when addressing the survey to a named
individual in larger envelopes that indicated only “University of Pennsylvania” as the sender. The response rate was 1.4%
when addressing the survey to only “Current resident” in smaller envelopes that indicated “Perelman School of Medicine”
and “Department of Psychiatry, Division of Sleep and Chronobiology” as the sender. The higher response rate among
personalized, larger envelope, “University of Pennsylvania” sender surveys was statistically significant (Wald x (1,
n=1094)=6.772, p=0.009, OR=3.261, 95% Cl: 1.339-7.942).

A total response rate of 11.4% is lower than rates of 30-76% for postal surveys on aircraft noise annoyance in Europe and
East Asia that were reported in a recent systematic review [58]. Our response rate is however in line with some more
general attitudinal surveys [55, 59]. Possible reasons for non-response in our sample might include concerns about privacy
and confidentiality despite assurances given in the introduction letter [60], illiteracy or language issues [61] or lack of
interest in the survey topic or low community engagement [62]. In the United States, 37.6 million people speak Spanish at
home [63], and including Spanish language surveys along with the English versions could improve response rates among
this population without lowering response rates from non-Spanish speakers [64].

We received the majority of responses by mail, at a ratio of around 3:1 compared to online response. There is inconsistency
among earlier studies regarding the influence of response mode, with some reporting higher response rates for paper
surveys compared to online surveys e.g. [59, 65], and others finding an increased preference for completing questionnaires
electronically e.g. [66]. We do not know whether those who completed our survey online would have returned it by post if
the online option was not available, or vice versa for respondents who completed the survey by mail, and therefore cannot
draw any conclusions regarding the optimal choice if only one survey mode were to be used in future
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studies. Offering web and mail response modes concurrently, rather than sequentially, may have reduced the overall
response rate [67], although evidence is mixed [68]. Hypothesized reasons for this effect include, firstly, increased
complexity in the decision to respond by introducing the choice of response mode; secondly, respondents choosing to
respond online but never actually doing so since it involves a break in the response process; and thirdly sample members
attempting to respond by web but not completing the survey due to computer or internet connectivity issues [69]. Initial
mail contact offering a web-based response, and withholding paper surveys until later mailing rounds, may increase
response rates compared to a paper-only method, but without significantly improving respondent representativeness [70].
A higher response rate, while not necessarily indicating greater respondent representativeness or data quality [71-73], may
at least reduce the risk of nonresponse bias [67]. The pilot study presented in the current paper is a preceding step
towards a national study of the potential effects of aircraft noise on sleep, and this future study offers the opportunity to
more rigorously address nonresponse bias. One approach that has been widely used is comparing respondent
characteristics to known characteristics of the whole population of interest [74, 75], in this case residents exposed to a
certain minimum level of aircraft noise, using demographic data at the census tract level from the decennial U. S. Census
[76] and the American Community Survey [77].

The survey rounds were not issued concurrently, but the earlier rounds were sent in autumn, the middle rounds were sent in
winter or spring and the final rounds were sent in early summer. We cannot totally exclude there are subsequent effects
on response rate, perhaps because residents were not home at certain times of year, or that there are seasonal effects
influencing the predisposition of an individual to complete the questionnaire [78].

3. Effect of protocol on survey completion

We performed a regression analysis including the only round with pre-notification (round 5) and the two rounds that were
otherwise identical except for pre-notification (rounds 3 and 4). There were higher odds for survey response when issuing
a pre-notification postcard (OR=1.759, 95% Cl: 0.821-3.765), but the effect was not statistically significant
(Wald x %(1, n=652)=2.113, p=0.146).

Results of the regression models for completing the surveys are presented in Table 7, and are graphically illustrated in
Figure 21 in green. Regression model 1 (survey incentive, survey length, follow-up waves and field study incentive)
indicated that a survey was more likely to be completed if including a $2 cash incentive compared to a gift card of any value
(OR=2.792), and if 3 follow-up waves were issued compared to no follow-ups (OR=2.121). Survey length and field study
incentive had no significant effect on survey completion rate. The inclusion of noise exposure category as a predictor
(model 2) revealed results similar to that of model 1, with higher response rates for the $2 cash incentive (OR=2.798) and 3
follow-up waves (OR=2.120), but there was no effect of noise exposure or direction on survey completion rate.



Table 7. Results of the regression models for recipients completing the survey (including only deliverable surveys). All
analyses excluded surveys that could not be delivered for any reason. OR=0dds Ratio. CI=Confidence Interval. Ref=Reference
category. df=Degrees of Freedom. Statistically significant (p<0.05) results are indicated with bold typeface.
relx(i)\:jeeic??:t;?s;pt- Variable Fixed effects Vallriable Completing survey
only model df  Wald g p evel p-value OR 95% CI
M;’Z‘zgl 1 Survey incentive 1 11.599  <0.001  Gift card Ref
n=3576)=158.793, $2 <0.001 2.792 1.546-5.041
p<0.0001 Survey length 2 2569  0.277 Short Ref
Medium 0.752 0.927 0.579-1.484
Long 0.139 0.730 0.482-1.107
Follow-up waves 2 9.627 0.008 0 Ref
2 0.114 1.530 0.903-2.591
3 0.005 2.121 1.250-3.597
Field study 1 0150  0.699 150 Ref
incentive
200 0.699 0.936 0.671-1.306
MX?(d]e]',Z Survey incentive 1 11.643 <0.001  Gift card Ref
n=3576)=162.574, $2 <0.001 2.798 1.550-5.054
p<0.0001 Survey length 2 2505  0.286 Short Ref
Medium 0.759 0.929 0.580-1.488
Long 0.144 0.733 0.483-1.112
Follow-up waves 2 9.592 0.008 0 Ref
2 0.114 1.530 0.903-2.592
3 0.005 2.120 1.249-3.596
Field study 1 0170  0.680 150 Ref
incentive
200 0.680 0.932 0.668-1.301
Noise exposure 4 3397  0.494 <40 Ref
category
40-45 0.562 0.907 0.651-1.263
45-50 0.306 0.839 0.599-1.175
50-55 0.671 1.073 0.776-1.484
>55 0.594 1.093 0.787-1.519
Direction 1 1.073 0.300 West Ref
East 0.538 0.936 0.758-1.156
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Figure 21. Odds ratios and 95% confidence intervals for the effect of different survey approaches and situational factors on
receiving completed surveys (green), eliciting interest in the study (blue) and recruiting a participant into the study (red). The
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Our findings on the effectiveness of different surveying strategies are in good agreement with the existing literature. For
instance, a previous meta-analysis found that response to health research postal questionnaires could be improved by
implementing repeat mailing strategies and, to a lesser degree, using shorter questionnaires [42]. In particular, the
effectiveness of follow-ups on increasing response is rather well established in the existing literature [41, 79]. Similarly, we
attained the highest response rate when using the most intensive follow-up strategy, but observed no significant increases
in response when shortening the questionnaire length.

Only the mailing rounds with gift card incentives offered $100 for field study participation, and only the rounds with cash
incentives offered $150 or $200 for field study participation, which is a limitation of the study design. The almost three
times higher odds in survey response when we used a cash incentive is most plausibly due to the $2 cash outperforming
the gift card as an incentive, rather than the difference in field study participation incentives. This is supported by the lack
of observed differences in response rates between $150 and $200 field study incentives, the fact that monetary incentives
have previously been found to outperform non-monetary incentives and that prepaid incentives outperform promised
incentives [41, 80-83]. Furthermore, completion of the survey did not obligate field study participation, so we did not
anticipate that field study compensation would influence survey response rates.

4. Effect of protocol on interest in field study

Out of 407 completed surveys, 237 respondents (58.2%) were interested in participating in the field study. Regression
models for interest, calculated only using data from completed surveys, are given in Table 8, and are graphically illustrated
in blue in Figure 21. The crude model (model 1) was not significantly different from the intercept-only model. In the fully
adjusted regression model 3, residents exposed to 50-55 dB Ly, Were more interested in taking part than those exposed
to <40 dB (OR=2.304). There was a significant effect of age, with a monotonic decrease in the odds of interest in the field
study with increasing age. There was also a statistically borderline effect (p=0.054) of survey incentive, whereby recipients
of the $2 cash incentive were less likely to be interested in the field study (OR=0.245). No effects of survey incentive, survey
length, number of follow-up waves or the field study participation incentive were found.

Older people are, for multiple reasons, frequently more difficult to recruit into experimental studies [84]. Accordingly,
younger people in our survey sample were more interested in taking part in the field study. When endeavoring to recruit
evenly distributed age groups in studies, oversampling from the target population might be needed.



Table 8. Results of the regression models for respondent interest in participating in the field study (including only completed
surveys). All analyses excluded surveys that could not be delivered for any reason. df=Degrees of Freedom. OR=0dds Ratio.
Cl=Confidence Interval. Ref=Reference category. Statistically significant (p<0.05) results are indicated with bold typeface. Results
of borderline statistical significance (p=0.05-0.1) are indicated with italic typeface.
Model and test Fixed effects - Interest in field study
relative to intercept- Variable , Vallrlablle o
only model df  Wald x p eve p-value OR 95% CI
Model 1 Survey incentive 1 2.106 0.147 Gift card Ref
X 2(6, n=402)=6.885, $2 0.147 0.417  0.128-1.359
p=0.332 Survey length 2 2.628 0.269 Short Ref
Medium 0.819 1.111 0.452-2.733
Long 0.233 0.621 0.284-1.358
Follow-up waves 2 1.735 0.420 0 Ref
2 0.366 1.595 0.581-4.384
3 0.811 1.130  0.414-3.090
Field study 1 0.001 0.971 150 Ref
incentive 200 0.971 1.011 0.550-1.861
Model 2 Survey incentive 1 2.095 0.148 Gift card Ref
x2(11, n=402)=20.832, $2 0.148 0.408 0.121-1.373
p=0.035 Survey length 2 2.854 0.240 Short Ref
Medium 0.753 1.158  0.463-2.899
Long 0.234 0.615  0.277-1.369
Follow-up waves 2 1.564 0.457 0 Ref
2 0.422 1.529  0.543-4.310
3 0.876 1.086  0.388-3.038
Field study 1 0.010 0.921 150 Ref
incentive 200 0.921 0.969 0.519-1.808
Noise exposure 4 10.830 0.029 <40 Ref
category 40-45 0.311 0.721 0.383-1.358
45-50 0.150 1.619  0.841-3.118
50-55 0.072 1.775  0.949-3.318
>55 0.171 1.558 0.826-2.940
Direction 1 2.049 0.152 West
East 0.152 0.738 0.487-1.119
Model 3 Survey incentive 1 3.719 0.054 Gift card Ref
x (17, n=359)=63.308, $2 0.054 0.245  0.059-1.023
p<0.0001 Survey length 2 1.659 0.436 Short Ref
Medium 0.873 1.086  0.396-2.973
Long 0.330 0.647  0.270-1.553
Follow-up waves 2 1.461 0.482 0 Ref
2 0.228 2.153  0.619-7.489
3 0.332 1.851 0.534-6.421
Field study 1 0.164 0.685 150 Ref
incentive 200 0.685 1.160 0.565-2.381
Noise exposure
category 4 8.904 0.064 <40 Ref
40-45 0.803 0.909 0.430-1.924
45-50 0.114 1.846  0.863-3.949
50-55 0.029 2.304 1.088-4.875
>55 0.132 1.768  0.842-3.713
Direction 1 0.642 0.423 West Ref
East 0. 423 0.823  0.511-1.326
Sex 1 0.961 0.327 Female Ref
Male 0. 327 0.774  0.464-1.202
Age category 5 33.150 <0.0001 <30 Ref
30-39 0.073 0.140 0.016-1.202
40-49 0.029 0.094 0.011-0.781
50-59 0.010 0.065 0.008-0.525
60-69 0.001 0.032 0.004-0.257
270 <0.001 0.022 0.003-0.183
AT
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5. Effect of protocol on participation in field study

Among respondents interested in the field study, 79 respondents (19.4% of all completed surveys, 33.3% of those
interested) met the eligibility criteria. Of those interested and eligible, 37 respondents (9.1% of completed surveys, 15.6% of
those interested) were enrolled into the field study (see section V.G.2 for discussion of attrition at the different stages of
recruitment). Regression models for participating in the field study, calculated only using data from completed surveys, are
given in Table 9 and illustrated in red in Figure 21. In no models were any statistically significant effects of survey incentive,
survey length, follow-up waves, field study incentive, age or sex found for the likelihood that respondents would
participate in the field study.

The lack of